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Abstract. A problem of the control of stochastically forced equilibria in nonlinear dynamic systems with incomplete information is considered. Our approach is based on the idea of the synthesis of the required stochastic sensitivity for the equilibrium. We consider an important, from engineering point of view, case when the system states are observed partially, and these observations contain random noises. To solve this problem, a dynamic regulator consisting of the feedback and filter is constructed. Mathematically, the problem of the synthesis of the assigned stochastic sensitivity is reduced to the solution of the matrix equations for coefficients of the regulator. Problems of the controllability and attainability are discussed. The effectiveness of the proposed approach is demonstrated on the examples.

INTRODUCTION

In the study of control problems, the incomplete information refers to dynamical systems in which system states are known limitedly because of the difficulties in the observation and explicit quantification. The standard type of the incomplete information is connected with the fact that not all coordinates of the system states are observable, and data contain random errors.

For stochastic dynamic systems, the control theory is actively developing, and attracts attention of both mathematicians and engineers (see [1, 2, 3, 4, 5]). The control problems for linear dynamic systems have a deep mathematical theory. Here, Linear-Quadratic-Gaussian problem [6] and separation principle that combines Kalman filter (linear-quadratic estimator) and a linear-quadratic regulator [7, 8] are well known. Recently, the filtration and control of nonlinear stochastic systems is a problem of a high importance, especially in the modern engineering [9, 10].

Random disturbances in nonlinear systems can generate various complex stochastic phenomena [11, 12, 13]. In nonlinear systems, the full probabilistic description of the stochastic dynamics is given by the Kolmogorov-Fokker-Planck equation. However, this equation can be solved analytically only in very specific cases, so the numerical simulation is still a main tool of the nonlinear stochastic systems analysis. But for solving control problems, this numerical approach is not applicable. So, the asymptotical approximations are the constructive alternative. Here, the quasipotential method [14] and the stochastic sensitivity function (SSF) technique [15, 16, 17] were successfully used for the solution of control problems [18, 19].

The main idea of control on the base of SSF is to decrease a level of the sensitivity of attractors (equilibria, cycles) to noise. In systems with control, one can change a level of the stochastic sensitivity by an appropriate regulator. This approach was elaborated for controlling the stochastic sensitivity of the equilibria, and applied to the stabilization of the operation modes of engineering devices. In the case of the complete information, the theory of the synthesis of the stochastic sensitivity for continuous and discrete systems is presented in [20].

In practice, the available data on the current system states are usually restricted and contain random noise or errors [21]. The problem of the synthesis of the stochastic sensitivity for systems with incomplete information by static feedback regulators was considered in [22, 23]. A novelty of the present paper is that for the first time the problem of the synthesis of the stochastic sensitivity for systems with the incomplete information is solved by the help of dynamic regulators.
STOCHASTIC SENSITIVITY OF THE EQUILIBRIUM

Consider a general nonlinear stochastic system

$$\dot{x} = f(x) + \varepsilon \sigma(x) \xi(t),$$

(1)

where $x$ is an $n$-dimensional vector, $f(x)$ is an $n$-dimensional vector-function, $\xi(t)$ is an $m$-dimensional white Gaussian noise with parameters $E\xi(t) = 0$, $E\xi(t)\xi^T(\tau) = \delta(t-\tau)I$. $I$ is the identity matrix, $\sigma(x)$ is an $(n \times m)$-matrix-function, and $\varepsilon$ is a scalar parameter of the noise intensity.

Let $\bar{x}$ be an exponentially stable equilibrium of the unforced deterministic system (1) (with $\varepsilon = 0$).

Consider the asymptotics

$$z(t) = \lim_{\varepsilon \to 0} \frac{x^\varepsilon(t) - \bar{x}}{\varepsilon}$$

(2)

of the deviations of solutions $x^\varepsilon(t)$ of system (1) from the equilibrium $\bar{x}$. The variable $z(t)$ is governed by the following stochastic system

$$\dot{z} = Fz + S\xi, \quad F = \frac{\partial f}{\partial x}(\bar{x}), \quad S = \sigma(\bar{x}).$$

(3)

For the covariance matrix $V(t) = \text{cov}(z(t), z(t))$ we have the linear deterministic equation:

$$\dot{V} = VF + VF^T + SS^T.$$

For the stable equilibrium $\bar{x}$, this equation has a unique stationary solution $W$ governed by the following matrix algebraic equation:

$$FW + WF^T + SS^T = 0.$$

(4)

The stochastic sensitivity matrix $W$ is a simple quantitative characteristic of a response of the nonlinear system (1) to weak noise near the equilibrium $\bar{x}$. For the stationary distributed states $x^\varepsilon(t)$ of system (1) it holds that $\text{cov}(x^\varepsilon(t), x^\varepsilon(t)) \approx \varepsilon^2 W$.

CONTROL OF STOCHASTIC SENSITIVITY

Consider a nonlinear controlled stochastic system

$$\dot{x} = f(x, u) + \varepsilon \sigma(x) \xi(t)$$

(5)

where $u$ is an $r$-dimensional control input.

It is assumed that the corresponding deterministic system (5) (with $\varepsilon = 0$ and $u = 0$) has an equilibrium $\bar{x}$ whose stability is not supposed.

It is known that the full information on the current state $x(t)$ is frequently inaccessible. In the present paper, we consider a case that the measurement vector $y(t)$ contains the random noise:

$$y = g(x) + \varepsilon \varphi(x) \eta(t).$$

(6)

Here, $y$ is an $p$-dimensional vector of the measurement, $g(x)$ is an $l$-dimensional vector-function, $\varphi(x)$ is $p \times q$ matrix function, and $\eta(t)$ is the standard white Gaussian $q$-vector noise, uncorrelated with $\xi(t)$, satisfying $E\eta(t) = 0$, $E\eta(t)\eta^T(\tau) = \delta(t-\tau)I$.

In the present paper, we will use a dynamic regulator composed of the feedback

$$u = -K(\hat{x} - \bar{x})$$

(7)

and the filter

$$\dot{\hat{x}} = f(\hat{x}, u) + L(y - g(\hat{x})).$$

(8)

Here, $\hat{x}$ is an estimation of the unknown state $x$, and $K$ is a constant $r \times n$-matrix, $L$ is a constant $n \times p$-matrix. So, stabilizing abilities of this regulator are defined by the appropriate choice of the pair of matrices $K$ and $L$.

For states $x$ and $\hat{x}$ of system (5), (6) with the regulator (7), (8), one can write the following closed system:
\[ \begin{align*}
  \dot{x} &= f(x, -K (\dot{x} - \bar{x})) + \varepsilon \sigma(x) \xi(t) \\
  \dot{\bar{x}} &= f(\dot{x}, -K (\dot{x} - \bar{x})) + L (g(x) - g(\bar{x})) + \varepsilon L \varphi(\bar{x}) \eta(t).
\end{align*} \quad (9) \]

The deterministic system (9) (with \( \varepsilon = 0 \)) has the equilibrium \( [\bar{x}, \bar{\bar{x}}]^T \).

For the asymptotics
\[ z = \lim_{\varepsilon \to 0} \frac{x^\varepsilon - \bar{x}}{\varepsilon}, \quad \dot{z} = \lim_{\varepsilon \to 0} \frac{\dot{x}^\varepsilon - \bar{x}}{\varepsilon} \]
of deviations of system (9) states \( x^\varepsilon, \dot{x}^\varepsilon \) from the equilibrium, the following system can be written:
\[ \begin{align*}
  \dot{z} &= Az - BK z + S \xi(t) \\
  \dot{\bar{x}} &= A\bar{x} - BK \bar{x} + LC (z - \bar{x}) + L \Phi \eta(t).
\end{align*} \quad (10) \]

Here,
\[ A = \frac{\partial f}{\partial x}(\bar{x}, 0), \quad B = \frac{\partial f}{\partial y}(\bar{x}, 0), \quad C = \frac{\partial g}{\partial x}(\bar{x}), \quad S = \sigma(\bar{x}), \quad \Phi = \varphi(\bar{x}). \]

Consider the sets of matrices \( K \) and \( L \) that provide an exponential stability of the equilibrium \([\bar{x}, \bar{\bar{x}}]^T\) of the deterministic system (9) with \( \varepsilon = 0 \):
\[ K = \{ K \mid \Re \lambda_i(A - BK) < 0 \}, \quad L = \{ L \mid \Re \lambda_i(A - LC) < 0 \}, \]
where \( \lambda_i(F) \) are the eigenvalues of the matrix \( F \). Suppose that the pair \((A, B)\) is stabilizable, and the pair \((A, C)\) is detectable [24]. This means that the sets \( K, A \) are not empty.

Let us rewrite the system (10) in the following form:
\[ \begin{bmatrix}
  \dot{z} \\
  \dot{\bar{x}}
\end{bmatrix} = \begin{bmatrix}
  A - BK & -BK \\
  LC & A - BK - LC
\end{bmatrix} \begin{bmatrix}
  z \\
  \bar{x}
\end{bmatrix} + \begin{bmatrix}
  S & 0 \\
  0 & L \Phi
\end{bmatrix} \begin{bmatrix}
  \xi(t) \\
  \eta(t)
\end{bmatrix}. \quad (11) \]

For the variable \( \bar{z} = \dot{z} - z \), one can write the following separate subsystem:
\[ \dot{\bar{z}} = (A - LC)\bar{z} + L \Phi \eta(t) - S \xi(t). \]

For the variables \( z, \bar{z} \), it holds that
\[ \begin{bmatrix}
  \dot{\bar{z}} \\
  \dot{\bar{x}}
\end{bmatrix} = \begin{bmatrix}
  A - BK & -BK \\
  0 & A - LC
\end{bmatrix} \begin{bmatrix}
  z \\
  \bar{x}
\end{bmatrix} + \begin{bmatrix}
  S & 0 \\
  -S & L \Phi
\end{bmatrix} \begin{bmatrix}
  \xi(t) \\
  \eta(t)
\end{bmatrix}. \quad (12) \]

For any \( K \in K, L \in L \), the stochastic sensitivity matrix
\[ W = \begin{bmatrix}
  W_{11} & W_{12} \\
  W_{21} & W_{22}
\end{bmatrix} \]
consists of the blocks
\[ W_{11} = E_{zz}^\top, \quad W_{12} = E_{z\bar{x}}^\top, \quad W_{21} = E_{\bar{x}z}^\top, \quad W_{22} = E_{\bar{x}\bar{x}}^\top. \]

This matrix is a unique solution of the following matrix algebraic equation
\[ \begin{bmatrix}
  A - BK & -BK \\
  0 & A - LC
\end{bmatrix} \begin{bmatrix}
  W_{11} & W_{12} \\
  W_{21} & W_{22}
\end{bmatrix} + \begin{bmatrix}
  W_{11} & W_{12} \\
  W_{21} & W_{22}
\end{bmatrix} \begin{bmatrix}
  (A - BK)^\top & 0 \\
  -K^\top B^\top & (A - LC)^\top
\end{bmatrix} \begin{bmatrix}
  S & 0 \\
  -S & L \Phi
\end{bmatrix} \begin{bmatrix}
  S^\top & -S^\top \\
  0 & \Phi^\top L^\top
\end{bmatrix} = 0. \quad (13) \]
Taking into account $W_{21} = W_{12}^T$, one can rewrite system (13) as follows:

\[
\begin{align*}
(A - BK)W_{11} + W_{11}(A - BK)^T - BKW_{12} - W_{12}K^TB^T + SS^T &= 0 \\
(A - BK)W_{12} - BKW_{22} + W_{12}(A - LC)^T - SS^T &= 0 \\
(A - LC)W_{22} + W_{22}(A - LC)^T + SS^T + L\Phi^TL^T &= 0.
\end{align*}
\]

(14)

Here, the following problem can be considered.

Let $W_{11}$ be a set of symmetric and positive definite $(n \times n)$-matrices. For any $K \in K$, $L \in L$, the regulator (7), (8) forms for the equilibrium $\bar{x}$ the stochastic sensitivity matrix $W_{11}(K, L)$ which is an $n \times n$-block of the $(2n) \times (2n)$-matrix solution of system (14).

**Problem of stochastic sensitivity synthesis**

For an assigned matrix $W_{11} \in M$, find the matrices $K \in K$, $L \in L$, such that the equality $W_{11}(K, L) = W_{11}$ holds.

In the general case, a question of the attainability of the assigned fixed matrix, and the description of the set of all attainable matrices is still open.

Choosing the matrix $L$ in the filter (8), one can follow the Kalman–Bucy theory of the optimal filtration:

\[
L_* = W_{22}C^T(\Phi\Phi^T)^{-1},
\]

where

\[
AW_{22} + W_{22}A^T - W_{22}C^T(\Phi\Phi^T)^{-1}CW_{22} + SS^T = 0.
\]

**SYNTHESIS OF STOCHASTIC SENSITIVITY FOR ONE-DIMENSIONAL SYSTEMS**

Let in system (5), (6), variables $x$, $y$, $u$, and noises $\xi$ and $\eta$ be one-dimensional: $n = m = r = p = q = 1$. In this case, the feedback (7) and the filter (8) can be written as

\[
\begin{align*}
u &= -k(\hat{x} - \bar{x}), \\
\dot{\hat{x}} &= f(\hat{x}, u) + l(y - g(\hat{x})).
\end{align*}
\]

(16)

Elements of the corresponding stochastic sensitivity $2 \times 2$-matrix

\[
W = \begin{bmatrix}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{bmatrix}
\]

satisfy the system

\[
\begin{align*}
2(a - bk)w_{11} - 2bkw_{12}^T + s^2 &= 0 \\
2(a - bk - lc)w_{12} - bkw_{22} - s^2 &= 0 \\
2(a - lc)w_{22} + s^2 + l^2\varphi^2 &= 0.
\end{align*}
\]

(17)
Here,
\[ a = f'_a(\bar{x}, 0), \quad b = f'_b(\bar{x}, 0), \quad c = g'(\bar{x}), \quad s = \sigma(\bar{x}), \quad \varphi = \varphi(\bar{x}). \]

In this one-dimensional case, we have \( K = \{ k \mid a - bk < 0 \} \), and \( L = \{ l \mid a - lc < 0 \} \).

For any \( k \in K, \ l \in L \), the system (17) has an explicit solution:
\[ w_{22}(l) = \frac{s^2 + \bar{\varphi}^2}{2(lc - a)}, \quad w_{12}(k, l) = \frac{bkw_{22}(l) + \bar{s}^2}{2a - bk - lc}, \quad w_{11}(k, l) = \frac{s^2 - 2bkw_{12}(k, l)}{2(bk - a)}. \]

In system (5), (6) with regulator (16), the stochastic sensitivity of the equilibrium \( \bar{x} \) is defined by the function \( w = w_{11}(k, l) \). In Figure 1, the plot of the function \( w = w_{11}(k, l) \) is presented for \( a = b = c = \varphi = s = 1 \).

**EXAMPLE**

Consider the one-dimensional deterministic population model with Allee effect [25, 26]
\[ \dot{x} = x(x - p)(1 - x), \]

where the parameter \( p \) (0 < \( p < 1 \)) is the Allee threshold. This model has two stable equilibria \( \bar{x}_0 = 0 \) and \( \bar{x}_2 = 1 \) separated by the unstable equilibrium \( \bar{x}_1 = p \). If the initial state \( x_0 < \bar{x}_1 \), then the population is extinct: \( \lim_{t \to +\infty} x(t) = 0 \).
If \( x_0 > \bar{x}_1 \), then the size of the population stabilizes to the non-trivial equilibrium \( \bar{x}_2 \): \( \lim_{t \to \infty} x(t) = \bar{x}_2 \). In Figure 2, these two variants are shown for \( p = 0.5 \).

Further, consider the corresponding extended model which takes into account the random disturbances, control input \( u \) and noisy observations:

\[
\begin{align*}
\dot{x} &= x(x - p)(1 - x) + u + \varepsilon x \xi(t) \\
y &= x + \varphi x y \eta(t).
\end{align*}
\]

Here, \( \xi(t) \) and \( \eta(t) \) are independent standard Gaussian noises: \( E\xi(t) = E\eta(t) = 0 \), \( E\xi(t)\xi(t') = E\eta(t)\eta(t') = \delta(t - t') \).

First, consider an influence of the noise on the nontrivial equilibrium \( \bar{x}_2 \) for uncontrolled system \( (u = 0) \). For weak noise, random trajectories starting from this equilibrium demonstrate small-amplitude stochastic oscillations (see Figure 3a for \( \varepsilon = 0.05 \), blue). As the noise intensity increases, the amplitude of these oscillations grows, and the random trajectory intersects the separatrix \( \bar{x}_1 \), falls into the basin of attraction of \( \bar{x}_0 \), and tends to zero (see Figure 3a for \( \varepsilon = 0.2 \), red). It means that the system exhibits the noise-induced extinction. Note that for \( u = 0 \), the stochastic sensitivity of the equilibrium \( \bar{x}_2 \) is \( w = \frac{2\varepsilon}{\delta(\varepsilon-p)} \). In what follows, we put \( p = 0.5 \). For \( p = 0.5 \), we have \( w = 1 \).

To stabilize this equilibrium and avoid the noise-induced extinction, we have to reduce the stochastic sensitivity. Controlling the stochastic sensitivity is provided by the corresponding dynamic regulator. In the considered case, the regulator is composed from the feedback and the filter

\[
u = -k(x - \bar{x}_2), \quad \dot{x} = \dot{x}(x - \bar{x}_2)(1 - x) + u + l(y - \bar{x}_).\]

We will use the optimal Kalman–Bucy filter (15) with

\[
l = -0.5 + \sqrt{0.25 + \frac{1}{\varphi^2}}.
\]

For this \( l = l_\ast \), the stochastic sensitivity \( w(k) = w_{11}(k, l_\ast) \) is the function of \( k \). In Figure 4, plots of \( w(k) \) for three values of the parameter \( \varphi \) are presented. As one can see, using the regulator (19) with \( l = l_\ast \) and \( k > 0 \), we can decrease the stochastic sensitivity. For example, for \( \varphi = 0.1 \), the feedback with \( k = 4 \) gives us \( w = 0.2 \). This is five times lesser than the sensitivity \( w = 1 \) in uncontrolled system. In Figure 3b, time series of the controlled system with \( l_\ast = 9.5125, k = 4 \) are plotted for \( \varepsilon = 0.05 \) (blue) and \( \varepsilon = 0.2 \) (red).

As one can see, a decrease of the stochastic sensitivity by the dynamic regulator allows us to keep the stochastic trajectories in the basin of attraction of the equilibrium \( \bar{x}_1 \), and consequently, to avoid the noise-induced extinction.

**CONCLUSION**

The control of stochastic systems with the incomplete information is a challenging problem of science and engineering. In the present paper, we considered dynamical systems in which system states are known limitedly, and data
contain random errors. Our control approach is based on the synthesis of the required stochastic sensitivity for the equilibrium. Abilities of the dynamic regulators were studied. The effectiveness of the proposed theoretical approach was demonstrated on the example of the stabilization of the population density in the model with Allee effect.
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