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Abstract

The representation of knowledge of the surrounding world plays an
important role in mobile robot navigation tasks. Quality of visual nav-
igation methods which use landmarks depends critically on the method
of selection of landmarks. In this paper we consider the problem of se-
lection of a minimal set of visual landmarks. We prove that the problem
is NP-complete.
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Visual navigation is extensively used in contemporary robotics (see e.g.
[1, 2, 3]). In particular, using systems of visual landmarks has been widely
applied for mobile robot navigation (see e.g. [4, 5, 6]). It is not surprising that
a huge variety of landmarks selection techniques has been proposed. However,
finding optimal solutions usually requires to solve some hard problem (see e.g.
[7]). In this paper we consider the problem of selection of a minimal set of
visual landmarks. We prove that the problem is NP-complete.

Suppose that we use in a navigation system the following set of features:

F1, F2, . . . , Fn
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where
Fi = {Fi[1], Fi[2], . . . , Fi[mi]}

is the set of all values of Fi. In this case we can represent any landmark Li as

(L[i, 1],L[i, 2], . . . ,L[i, n])

where L[i, j] ⊆ Fj. Let
F = (F1,F2, . . . ,Fn).

Suppose that

Li ∪ Lj = ( L[i, 1] ∪ L[j, 1],

L[i, 2] ∪ L[j, 2],

. . . ,

L[i, n] ∪ L[j, n]).

On the basis of above we can consider the following problem.
The problem of selection of a minimal set of landmarks (SMSL):

Instance: Given a set of landmarks

L = {L1, L2, . . . , Lk}.

Task: Find a set S ⊆ L with the smallest value of |S| such that ∪Li∈SLi =
∪Li∈LLi.

Condition ∪Li∈SLi = ∪Li∈LLi guarantees completeness of the information.
Respectively, the smallest value of |S| guarantees minimality of S.

In the decision version SMSL can be formulated as following.
SMSL-D:

Instance: Given a set of landmarks

L = {L1, L2, . . . , Lk}

and a positive integer d.
Question: Is there a set S ⊆ L such that |S| ≤ d and ∪Li∈SLi = ∪Li∈LLi.
Theorem. The problem SMSL-D in NP-complete.
Proof. It is easy to see that SMSL-D is in NP. To prove hardness of

SMSL-D we consider the following problem.
Suppose that we are given three sets B, G, and H (boys, girls, and homes),

each containing t elements, and a ternary relation T ⊆ B × G × H . We
are asked to find a set of t triples in T , no two of which have a component in
common — that is, each boy is matched to a different girl, and each couple has a
home of its own. We call this problem Tripartite Matching. Tripartite
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Matching is NP-complete (see e.g. [8], Theorem 9.9.). It is easy to see that
we can suppose in Tripartite Matching that

∪X∈T X = B × G × H.

Let

B = {b1, b2, . . . , bn};
G = {g1, g2, . . . , gn};
H = {h1, h2, . . . , hn};
n = 3;

d = t;

F1 = B;

F2 = G;

F3 = H ;

L = {Li | Li = ({bji,1
}, {gji,2

}, {hji,3
}),

(bji,1
, gji,2

, hji,3
) ∈ T}.

Suppose that there is a set R of t triples in T , no two of which have a
component in common, where

R = {(bi1,1 , gi1,2, hi1,3),

(bi2,1 , gi2,2 , hi2,3),

. . . ,

(bit,1, git,2, hit,3)}.
Let

S = {Li | Li = ({bij,1
}, {gij,2

}, {hij,3
}),

(bij,1
, gij,2

, hij,3
) ∈ R}.

It is easy to check that ∪Li∈SLi = F and |S| ≤ d. Similarly, if there is S such
that ∪Li∈SLi = F and |S| ≤ d, then

R = {(bij,1
, gij,2

, hij,3
) | Li = ({bij,1

}, {gij,2
}, {hij,3

}),
Li ∈ S}.

For the problem of selection of a minimal set of visual landmarks we propose
a logical model. In papers [4, 5, 6, 9, 10, 11, 12] the authors considered some
algorithms to solve logical models. Our computational experiments have shown
that these algorithms can be used to solve the logical model for the problem
of selection of a minimal set of visual landmarks.
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