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Abstract. We study matrix identities involving multiplication and unary operations such as trans-
position or Moore–Penrose inversion. We prove that in many cases such identities admit no finite
basis.
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Background and motivation

Matrices1 and matrix operations constitute basic tools for many branches of mathemat-
ics. Important properties of matrix operations are often expressed in the form of laws
or identities such as the associative law for multiplication of matrices. Studying matrix
identities that involve multiplication and addition is a classic research direction that was
motivated by several important problems in geometry and algebra (see [1] for a survey of
the origins of the theory) and that has eventually led to the profound and beautiful theory
of PI-rings [14, 21, 23, 46]. Matrix identities involving along with multiplication and ad-
dition also certain involution operations (such as taking the usual or symplectic transpose
of a matrix) have attracted much attention as well: see, for instance, [9, 10, 15, 20, 46].

If one aims to classify matrix identities of a certain type, then a natural approach is
to look for a collection of ‘basic’ identities such that all other identities would follow
from these basic identities. Such a collection is usually referred to as an identity basis
or simply a basis. For instance, all identities for matrices over an infinite field involving
only multiplication are known to follow from the associative law (see [22, Lemma 2]).
Thus, the associative law forms a basis of such ‘multiplicative’ identities. For identities
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involving both multiplication and addition, an explicit basis is known for 2× 2-matrices
(except the case of an infinite ground field of characteristic 2) (see [8, 13, 29, 35, 45]),
and for 3× 3- and 4× 4-matrices over a finite field (see [17, 18]). However, for matrices
of arbitrary size over a finite field or a field of characteristic 0 the powerful results by
Kruse–L’vov [30, 33] and Kemer [24, 25] ensure at least the existence of a finite identity
basis for such identities.

In contrast, multiplicative identities for matrices over a finite field admit no finite
basis. This rather surprising fact was proved in the mid-1980s by the third author [53,
Proposition 3] and Sapir [48, Corollary 6.2]. It is worth noting that the methods used
in [53] and [48] were very different but each of them sufficed to cover multiplicative
identities for matrices of every fixed size over every finite field.

In the present paper we study matrix identities involving multiplication and one or
two natural one-place operations such as taking various transposes or Moore–Penrose
inversion. For this we first have to adapt the methods of [53] and [48]. We present the
corresponding results in Section 2 while Section 1 collects necessary preliminaries. Ap-
plications to the finite basis problem for matrix identities are presented in Section 3. Both
methods of Section 2 are used here, and it turns out that they in some sense complement
one another since, in contrast to the case of purely multiplicative identities, none of the
methods alone suffices to cover, say, identities for matrices of every size over every finite
field involving multiplication and the usual transposition of matrices.

Our main results may be summarized as follows.

Theorem. None of the following sets of matrix identities admit a finite identity basis:

• the identities for n × n-matrices over a finite field involving multiplication and usual
transposition;
• the identities for 2n× 2n-matrices over a finite field involving multiplication and sym-

plectic transposition;
• the identities for 2×2-matrices over the field of complex numbers involving either mul-

tiplication and Moore–Penrose inversion or multiplication, Moore–Penrose inversion
and Hermitian conjugation;
• the identities for Boolean n× n-matrices involving multiplication and transposition.

We mention in passing that the tools developed in Section 2 admit many further applica-
tions that will be published in a separate paper.

As far as the theory of matrices is concerned, we use fairly standard concepts of
linear algebra (see [37]). Our proofs involve however some notions of equational logic
and semigroup theory which are briefly recalled in the next section.

1. Preliminaries

1.1. Vocabulary of equational logic

The concepts of an identity and an identity basis are intuitively clear. Nevertheless, any
precise reasoning about these concepts requires a formal framework, especially when one
aims at ‘negative’ results as we do in this paper. Such a framework, provided by equational
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logic, is concisely presented, e.g., in [5, Chapter II]. For the reader’s convenience, we
briefly overview the basic vocabulary of equational logic in a form adapted to the use in
this paper. Readers familiar with equational logic may, of course, skip this overview.

A non-empty set A endowed with operations

f1 : A× · · · × A︸ ︷︷ ︸
n1

→ A, f2 : A× · · · × A︸ ︷︷ ︸
n2

→ A, . . .

is called an algebraic structure of type (n1, n2, . . . ) with the carrier A. Algebraic struc-
tures considered in this paper are mostly of types (2, 1) or (2, 1, 1) so that they have one
binary operation and one or two unary operations. Since the binary operations involved
are always assumed to satisfy the associative law, our structures are semigroups equipped
with one or two additional unary operations; for brevity, we shall call such structures
unary semigroups.

We formally define notions related to unary semigroup identities only for the case of
one unary operation, leaving the straightforward modification in the case of two unary
operations to the reader. Given a countably infinite set X, we define the set T (X) of all
unary semigroup terms over X as follows:

• every x ∈ X is a unary semigroup term and so is x∗;
• if u and v are unary semigroup terms, then so is their concatenation uv;
• if u is a unary semigroup term, then so is (u)∗.

The algebraic structure T(X) = 〈T (X), ·, ∗〉 of type (2, 1) whose binary operation · is
concatenation and whose unary operation is u 7→ (u)∗ is called the free unary semigroup
over X. By a unary semigroup identity over X we mean a formal expression u = v where
u, v ∈ T (X). A unary semigroup S = 〈S, ·, ∗〉 satisfies the identity u = v if the equality
ϕ(u) = ϕ(v) holds in S for all possible homomorphisms ϕ : T(X) → S. Given S, we
denote by Eq S the set of all unary semigroup identities it satisfies.

Given any collection 6 of unary semigroup identities, we say that an identity u = v
follows from 6 or that 6 implies u = v if every unary semigroup satisfying all identities
of 6 satisfies the identity u = v as well. Birkhoff’s completeness theorem of equational
logic (see [5, Theorem 14.17]) shows that this notion (which we have given a semantic
definition) can be captured by a very transparent set of inference rules. These rules in
fact formalize the most natural things one does with identities: substitution of a term for
a variable, application of operations to identities (such as, say, multiplying an identity
through on the right by the same term) and using symmetry and transitivity of equality.
We need not go into more detail here because the completeness theorem is not utilized in
this paper.

Given a unary semigroup S, an identity basis for S is any set 6 ⊆ Eq S such that
every identity of Eq S follows from 6. A unary semigroup S is said to be finitely based if
it possesses a finite identity basis; otherwise S is called non-finitely based.

The class of all unary semigroups satisfying all identities from a given set 6 of unary
semigroup identities is called the variety defined by 6. A variety is said to be finitely
based if it can be defined by a finite set of identities; otherwise it is called non-finitely
based.
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It is easy to see that the satisfaction of an identity is inherited by forming direct prod-
ucts and taking unary subsemigroups and homomorphic images, so that each variety is
closed under these operators. In fact, varieties can be characterized by this closure prop-
erty (the HSP-theorem, see [5, Theorem 11.9]). Given a unary semigroup S, the variety
defined by Eq S is the variety generated by S; we denote it by var S. From the HSP-
theorem it follows that every member of var S is a homomorphic image of a unary sub-
semigroup of a direct product of several copies of S. Observe also that a unary semigroup
and the variety it generates are simultaneously finitely or non-finitely based.

A variety V is said to be locally finite if every finitely generated member of V is finite.
A finite unary semigroup is called inherently non-finitely based if it is not contained in
any finitely based locally finite variety. Since the variety generated by a finite unary semi-
group is locally finite (this is an easy consequence of the HSP-theorem, see [5, Theorem
10.16]), the property of being inherently non-finitely based implies the property of being
non-finitely based; in fact, the former property is much stronger.

1.2. Vocabulary of semigroup theory

Since the algebraic structures we deal with are semigroups with some additional opera-
tion(s), we freely use the standard terminology and notation of semigroup theory, mostly
following the early chapters of the textbook [6]. It should be noted, however, that our
presentation is to a reasonable extent self-contained and does not require any specific
semigroup-theoretic background.

In general, considering a unary semigroup S = 〈S, ·, ∗〉, we do not assume any ad-
ditional identities involving the unary operation ∗. If the identities (xy)∗ = y∗x∗ and
(x∗)∗ = x happen to hold in S, in other words, if the unary operation x 7→ x∗ is an
involutory anti-automorphism of the semigroup 〈S, ·〉, we call S an involutory semigroup.
If, in addition, the identity x = xx∗x holds, S is said to be a regular ∗-semigroup. Each
group, subject to its inverse operation x 7→ x−1, is an involutory semigroup, even a reg-
ular ∗-semigroup; throughout the paper, any group is considered as a unary semigroup
with respect to this inverse unary operation.

A wealth of examples of involutory semigroups and regular ∗-semigroups can be ob-
tained via the following ‘unary’ version of the well known Rees matrix construction.2 Let
G = 〈G, ·,−1

〉 be a group, 0 a symbol beyond G, and I a non-empty set. We formally set
0−1
= 0. Given an I × I -matrix P = (pij ) over G ∪ {0} such that pij = p−1

ji for all
i, j ∈ I , we define a multiplication · and a unary operation ∗ on the set (I ×G× I )∪ {0}
by the following rules:

a · 0 = 0 · a = 0 for all a ∈ (I ×G× I ) ∪ {0},

(i, g, j) · (k, h, `) =

{
(i, gpjkh, `) if pjk 6= 0,
0 if pjk = 0,

(i, g, j)∗ = (j, g−1, i), 0∗ = 0.

2 See [6, Section 3.1] for a description of the construction in the plain semigroup case and [19,
Section 2] for a detailed analysis of its unary version.
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It can be easily checked that 〈(I ×G× I ) ∪ {0}, ·, ∗〉 becomes an involutory semigroup;
it will be a regular ∗-semigroup precisely when pii = e (the identity element of the
group G) for all i ∈ I . We denote this unary semigroup by M0(I,G, I ;P) and call it the
unary Rees matrix semigroup over G with the sandwich matrix P . If the group G involved
happens to be the trivial group E = {e}, then we shall ignore the group entry and represent
the non-zero elements of such a Rees matrix semigroup by the pairs (i, j) with i, j ∈ I .

In this paper, the 10-element unary Rees matrix semigroup over the trivial group
E = {e} with the sandwich matrix e e e

e e 0
e 0 e


plays a key role; we denote this semigroup by K3. Thus, subject to the convention men-
tioned above, K3 consists of the nine pairs (i, j), i, j ∈ {1, 2, 3}, and the element 0, and
the operations restricted to its non-zero elements can be described as follows:

(i, j) · (k, `) =

{
(i, `) if (j, k) 6= (2, 3), (3, 2),
0 otherwise, (1.1)

(i, j)∗ = (j, i).

Another unary semigroup that will be quite useful is the free involutory semigroup
FI(X) on a given alphabet X. It can be constructed as follows. Let X = {x∗ | x ∈ X}
be a disjoint copy of X and define (x∗)∗ = x for all x∗ ∈ X. Then FI(X) is the free
semigroup (X ∪X)+ endowed with an involution ∗ defined by

(x1 · · · xm)
∗
= x∗m · · · x

∗

1

for all x1, . . . , xm ∈ X ∪X. See [19, Section 3] for more details on FI(X).
We will refer to elements of FI(X) as involutory words over X while elements of the

free semigroup X+ will be referred to as (plain semigroup) words over X.

1.3. A property of matrices of rank 1

Given a field K = 〈K,+, ·〉, we denote the set of all n×n-matrices over K by Mn(K). As
mentioned in the introduction, in order to avoid trivialities, we always assume that n ≥ 2.

We conclude our preparations by recording a simple property of rank 1 matrices. This
property is, of course, known, but we do provide a proof for the sake of completeness.

Lemma 1.1. If A ∈ Mn(K) has rank 1, then A2BA = ABA2 for any B ∈ Mn(K).

Proof. Consider the natural action of A on the vector space Kn. The null-space N(A) =
{x ∈ Kn

| xA = 0} has dimension n− 1, whence the generalized eigenspace of A corre-
sponding to the eigenvalue 0 coincides with eitherKn orN(A). In the former caseA2

= 0
and A2BA = 0 = ABA2 for any matrix B. In the latter case Kn decomposes into the
direct sum of N(A) and the range R(A) = {xA | x ∈ Kn

} (see [37, Section 5.10]). Then
R(A) is in fact the (generalized) eigenspace of A corresponding to a non-zero eigenvalue
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α ∈ K and the minimal polynomial of A is x(x − α). Thus, A satisfies the equation
A2
− αA = 0, whence A2BA = αABA = ABαA = ABA2, as required. ut

Let Ln(K) denote the set of all n × n-matrices of rank at most 1 over K. Adding the
identity matrix to Ln(K) we get a set which we denote by L1

n(K). Clearly, it is closed
under matrix multiplication. From Lemma 1.1 we immediately obtain

Corollary 1.2. The semigroup 〈L1
n(K), ·〉 satisfies the identity

x2yx = xyx2. (1.2)

Observe that every group satisfying (1.2) is abelian.

2. Tools

2.1. A unary version of the critical semigroup method

Here we present a ‘unary’ modification of the approach used in [53]. According to the
classification proposed in the survey [54], this approach is referred to as the critical semi-
group method.

The formulation of the corresponding result involves two simple operators on unary
semigroup varieties. For any unary semigroup S = 〈S, ·, ∗〉 we denote by H(S) the unary
subsemigroup of S which is generated by all elements of the form xx∗, where x ∈ S. We
call H(S) the Hermitian subsemigroup of S. For any variety V of unary semigroups, let
H(V) be the subvariety of V generated by all Hermitian subsemigroups of members of V.
Likewise, given a positive integer n, let Pn(S) be the unary subsemigroup of S which is
generated by all elements of the form xn, where x ∈ S, and let Pn(V) be the subvariety of
V generated by all subsemigroups Pn(S), where S ∈ V.

The following easy observation will be useful as it helps calculating the effect of the
operators H and Pn.

Lemma 2.1. H(var S) = var H(S) and Pn(var S) = var Pn(S) for every unary semigroup
S and for each n.

Proof. The non-trivial part of the first claim is the inclusion H(var S) ⊆ var H(S). Let
T ∈ var S; then T is a homomorphic image of a unary subsemigroup U of a direct product
of several copies of S. But then H(T) is a homomorphic image of H(U). As is easy to
see, H(U) is a unary subsemigroup of a direct product of several copies of H(S). Thus
H(T) ∈ var H(S), and so H(var S) ⊆ var H(S). The second assertion can be treated in a
completely similar way. ut

We are now ready to state the main result of this subsection.

Theorem 2.2. Let V be any unary semigroup variety such that K3 ∈ V. If either

• there exists a group G such that G ∈ V but G /∈ H(V), or
• there exist a positive integer d and a group G of exponent dividing d such that G ∈ V

but G /∈ Pd(V),
then V has no finite basis of identities.
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Proof. Assume first that there exists a group G ∈ V \ H(V).
1. First we recall the basic idea of the ‘critical semigroup method’ in the unary setting.

Suppose that V is finitely based. If 6 is a finite identity basis of the variety V then there
exists a positive integer ` such that all identities from 6 depend on at most ` letters.
Therefore the identities from 6 hold in a unary semigroup S whenever all `-generated
unary subsemigroups of S satisfy 6. In other words, S belongs to V whenever all of its
`-generated unary subsemigroups are in V. We see that in order to prove our theorem it
is sufficient to construct, for any given positive integer k, a unary semigroup Tk /∈ V for
which all k-generated unary subsemigroups of Tk belong to V.

2. Fix an identity u(x1, . . . , xm) = v(x1, . . . , xm) that holds in H(V) but fails in the
group G = 〈G, ·,−1

〉. The latter means that, for some g1, . . . , gm ∈ G, substitution of gi
for xi yields

u(g1, . . . , gm) 6= v(g1, . . . , gm). (2.1)

Now, for each positive integer k, let n = max{4, 2k + 1}, I = {1, . . . , nm} and con-
sider the unary Rees matrix semigroup Tk = M0(I,G, I ;Pk) over the group G with the
sandwich matrix

Pk =



Mn(g1) En On · · · On ETn
ETn Mn(g2) En · · · On On
On ETn Mn(g3) · · · On On
...

...
...

. . .
...

...

On On On · · · Mn(gm−1) En
En On On · · · ETn Mn(gm)


,

where On is the zero n × n-matrix, En is the n × n-matrix having e (the identity of G)
in the position (n, 1) and 0 in all other positions, ETn is the transpose of En, and Mn(g)

denotes the n× n-matrix

Mn(g) =



e g 0 · · · 0 e

g−1 e e · · · 0 0
0 e e · · · 0 0
...

...
...

. . .
...

...

0 0 0 · · · e e

e 0 0 · · · e e


.

(This construction is in a sense a combination of those of [3] and [53].) We aim to prove
that Tk enjoys the two properties needed, namely, it does not belong to V, but each k-
generated unary subsemigroup of Tk lies in V.

3. In order to prove that Tk /∈ V, we construct an identity that holds in V, but fails
in Tk . Consider the following m terms in mn letters x1, . . . , xmn (the square brackets in
these terms serve only to improve readability):

w1 = [x1x
∗

1 · · · xnx
∗
n][(xn+1 · · · x2n)(xn+1 · · · x2n)

∗x2nx
∗

2n] · · ·
[(x(m−1)n+1 · · · xmn)(x(m−1)n+1 · · · xmn)

∗xmnx
∗
mn],



944 Karl Auinger et al.

w2 = [(x1 · · · xn)(x1 · · · xn)
∗xnx

∗
n][xn+1x

∗

n+1 · · · x2nx
∗

2n]×
[(x2n+1 · · · x3n)(x2n+1 · · · x3n)

∗x3nx
∗

3n] · · ·
[(x(m−1)n+1 · · · xmn)(x(m−1)n+1 · · · xmn)

∗xmnx
∗
mn],

w3 = [(x1 · · · xn)(x1 · · · xn)
∗xnx

∗
n][(xn+1 · · · x2n)(xn+1 · · · x2n)

∗x2nx
∗

2n]×
[x2n+1x

∗

2n+1 · · · x3nx
∗

3n] · · · [(x(m−1)n+1 . . . xmn)(x(m−1)n+1 . . . xmn)
∗xmnx

∗
mn],

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
wm = [(x1 · · · xn)(x1 · · · xn)

∗xnx
∗
n][(xn+1 · · · x2n)(xn+1 · · · x2n)

∗x2nx
∗

2n] . . .
[(x(m−2)n+1 · · · x(m−1)n)(x(m−2)n+1 · · · x(m−1)n)

∗x(m−1)nx
∗

(m−1)n]×
[x(m−1)n+1x

∗

(m−1)n+1 · · · xmnx
∗
mn].

Substituting wi for xi in u respectively v, we get the identity

u(w1, . . . , wm) = v(w1, . . . , wm) (2.2)

which holds in the variety V. Indeed, if we take any S ∈ V, then, since ss∗ ∈ H(S) for
any s in S, all the values of wi belong to the Hermitian subsemigroup H(S) of S. This
subsemigroup, however, lies in H(V), and therefore satisfies the identity u = v.

Now we shall show that (2.2) fails in Tk . Indeed, substituting (i, e, i) ∈ Tk for xi , we
calculate that the value of every term of the form

(x(j−1)n+1 · · · xjn)(x(j−1)n+1 · · · xjn)
∗xjnx

∗

jn

is ((j − 1)n+ 1, e, jn) while the value of each term of the form

x(j−1)n+1x
∗

(j−1)n+1 · · · xjnx
∗

jn

is ((j − 1)n+ 1, gj , jn). Hence the value of wj is just (1, gj , mn). Therefore, under this
substitution, the left hand side of (2.2) takes the value (s, u(g1, . . . , gm), t) for suitable
s, t ∈ {1, mn} while the value of the right hand side is (s′, v(g1, . . . , gm), t

′) (again for
suitable s′, t ′ ∈ {1, mn}). In view of (2.1), these elements do not coincide in Tk .

4. It remains to prove that each k-generated unary subsemigroup of Tk lies in V. For
every m-tuple (λ1, . . . , λm) of positive integers satisfying

1 ≤ λ1 ≤ n < λ2 ≤ 2n < λ3 ≤ · · · ≤ (m− 1)n < λm ≤ mn, (2.3)

consider the unary subsemigroup Tk(λ1, . . . , λm) of Tk consisting of 0 and all triples
(i, g, j) such that g ∈ G and i, j /∈ {λ1, . . . , λm}. As 2k < n according to our choice
of n, one concludes that any given k elements of Tk must be contained in Tk(λ1, . . . , λm)

for suitable λ1, . . . , λm. Thus it is sufficient to prove that each semigroup of the form
Tk(λ1, . . . , λm) belongs to the variety V.

Let us fix positive integers λ1, . . . , λm satisfying (2.3). When multiplying triples from
Tk(λ1, . . . , λm), the λth

1 , . . . , λ
th
m rows and columns of the sandwich matrix Pk are never

involved. Therefore we can identify Tk(λ1, . . . , λm) with the unary Rees matrix semi-
group M0(I ′,G, I ′;P ′k) over the group G where I ′ = I \ {λ1, . . . , λm} and the sandwich
matrix P ′k = Pk(λ1, . . . , λm) is obtained from Pk by deleting its λth

1 , . . . , λ
th
m rows and
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columns. Note that by (2.3) exactly one row and one column of each block Mn(gi) is
deleted.

Now we transform the matrix Pk(λ1, . . . , λm) as follows. For each i with (i−1)n+2
< λi , we multiply successively

row (i − 1)n+ 2 by gi from the left and
column (i − 1)n+ 2 by g−1

i from the right;
row (i − 1)n+ 3 by gi from the left and
column (i − 1)n+ 3 by g−1

i from the right; (2.4)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

row λi − 1 by gi from the left and
column λi − 1 by g−1

i from the right.

In order to help the reader to understand the effect of the transformations (2.4), we
illustrate their action on the block obtained from Mn(gi) by removing the λth

i row and
column in the following scheme in which λi has been chosen to be equal to (i − 1)n+ 5.
(The transformations have no effect beyond Mn(gi) because all the rows and columns of
Pk(λ1, . . . , λm) involved in (2.4) have non-zero entries only within Mn(gi).)

The block obtained from Mn(gi) by erasing After the first
the ((i − 1)n+ 5)th row and column transformation

e gi 0 0 0 · · · 0 e

g−1
i e e 0 0 · · · 0 0
0 e e e 0 · · · 0 0
0 0 e e 0 · · · 0 0
0 0 0 0 e · · · 0 0
...

...
...

...
...

. . .
...

...

0 0 0 0 0 · · · e e

e 0 0 0 0 · · · e e





e e 0 0 0 · · · 0 e

e e gi 0 0 · · · 0 0
0 g−1

i e e 0 · · · 0 0
0 0 e e 0 · · · 0 0
0 0 0 0 e · · · 0 0
...

...
...

...
...

. . .
...

...

0 0 0 0 0 · · · e e

e 0 0 0 0 · · · e e


After the second After the third
transformation transformation

e e 0 0 0 · · · 0 e

e e e 0 0 · · · 0 0
0 e e gi 0 · · · 0 0
0 0 g−1

i e 0 · · · 0 0
0 0 0 0 e · · · 0 0
...

...
...

...
...

. . .
...

...

0 0 0 0 0 · · · e e

e 0 0 0 0 · · · e e





e e 0 0 0 · · · 0 e

e e e 0 0 · · · 0 0
0 e e e 0 · · · 0 0
0 0 e e 0 · · · 0 0
0 0 0 0 e · · · 0 0
...

...
...

...
...

. . .
...

...

0 0 0 0 0 · · · e e

e 0 0 0 0 · · · e e


Now it should be clear that also in general the transformations (2.4) result in a matrix Qk

all of whose non-zero entries are equal to e. On the other hand, it is known (see, e. g.,
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[3, Proposition 6.2]) that the transformations (2.4) of the sandwich matrix do not change
the unary semigroup Tk(λ1, . . . , λm); in other words Tk(λ1, . . . , λm) is isomorphic to the
I ′ × I ′ unary Rees matrix semigroup Rk over G with the sandwich matrix Qk . Let Uk
be the I ′ × I ′ unary Rees matrix semigroup over the trivial group E with the sandwich
matrix Qk . It is easy to check that the mapping G× Uk → Rk defined by

(g, (i, j)) 7→ (i, g, j), (g, 0) 7→ 0,

for all g ∈ G, i, j ∈ I ′, is a unary semigroup homomorphism onto Rk . Now we note that
G ∈ V and Uk belongs to the variety generated by K3 (see [3, Theorem 5.2]). This yields
Tk(λ1, . . . , λm) ∼= Rk ∈ V.

The case when there exist a positive integer d and a group G of exponent dividing d
such that G ∈ V \ Pd(V) can be treated in a very similar way. The construction of the
critical semigroups remains the same, and the only modification to be made in the rest of
the proof is to replace the terms wi above by the following plain semigroup words:

w1 = [xd1 · · · x
d
n ][xn+1 · · · x2n]d · · · [x(m−1)n+1 · · · xmn]d ,

w2 = [x1 · · · xn]d [xdn+1 · · · x
d
2n] · · · [x(m−1)n+1 · · · xmn]d ,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

wm = [x1 · · · xn]d [xn+1 · · · x2n]d · · · [xd(m−1)n+1 · · · x
d
mn].

(These words have already been used in the plain semigroup case by the third author [53].)
ut

2.2. A unary version of the method of inherently non-finitely based semigroups

Here we prove a sufficient condition for an involutory semigroup to be inherently non-
finitely based and exhibit two concrete examples of involutory semigroups satisfying this
condition. These examples will be essential in our applications in Section 3.

Let x1, x2, . . . be a sequence of letters. The sequence {Zn}n=1,2,... of Zimin words is
defined inductively by Z1 = x1, Zn+1 = Znxn+1Zn. We say that an involutory word v is
an involutory isoterm for a unary semigroup S if the only involutory word v′ such that S

satisfies the involutory semigroup identity v = v′ is the word v itself.

Theorem 2.3. Let S be a finite involutory semigroup. If all Zimin words are involutory
isoterms for S, then S is inherently non-finitely based.

Proof. Aiming at a contradiction, suppose that S belongs to a finitely based locally finite
variety V. If 6 is a finite identity basis of V, then there exists a positive integer ` such
that all identities from 6 depend on at most ` letters. Clearly, all identities in 6 hold
in S. In the following, our aim will be to construct, for any given positive integer k, an
infinite, finitely generated involutory semigroup Tk which satisfies all identities in at most
k variables that hold in S. In particular, T` will satisfy all identities from 6. This yields
a contradiction, as then we must conclude that T` ∈ V, which is impossible by the local
finiteness of V.
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M =



1 1 · · · 1 1
...

...
. . .

...
...

1 r · · · 1 r
2 1 · · · 2 1
...

...
. . .

...
...

2 r · · · 2 r
...

...
. . .

...
...

r 1 · · · r 1
...

...
. . .

...
...

r r · · · r r



MA =



a11 a12 · · · a1r−1 a1r
...

...
. . .

...
...

a11 ar2 · · · a1r−1 arr
a21 a12 · · · a2r−1 a1r
...

...
. . .

...
...

a21 ar2 · · · a2r−1 arr
...

...
. . .

...
...

ar1 a12 · · · arr−1 a1r
...

...
. . .

...
...

ar1 ar2 · · · arr−1 arr


Fig. 1. The matrices M and MA

We shall employ a construction invented by Sapir [48] (see also his lecture notes [50]).
We fix k and let r = 6k + 2. Consider the r2

× r-matrix M in Fig. 1 (left). All odd-
numbered columns of M are identical and equal to the transpose of the row (1, . . . , 1,
2, . . . , 2, . . . , r, . . . , r) where each number occurs r times. All even-numbered columns
of M are identical and equal to the transpose of (1, 2, . . . , r, . . . , 1, 2, . . . , r) where the
block 1, 2, . . . , r occurs r times.

Now consider the alphabet A = {aij | 1 ≤ i, j ≤ r} of cardinality r2. We convert
the matrix M into the matrix MA (shown in Fig. 1, right) by replacing numbers by letters
according to the following rule: whenever a number i occurs in column j of M , we
substitute it with the letter aij to get the corresponding entry in MA.

Let vt be the word in the t th row of MA. Consider the endomorphism γ : A+ → A+

defined by
γ (aij ) = v(i−1)r+j .

Let Vk be the set of all factors of the words in the sequence {γm(a11)}m=1,2,... and let 0
be a symbol beyond Vk . We define a multiplication · on the set Vk ∪ {0} as follows:

u · v =

{
uv if u, v, uv ∈ Vk,
0 otherwise.

Clearly, 〈Vk∪{0}, ·〉 becomes a semigroup which we denote by V0
k . Using this semigroup,

we can conveniently reformulate two major combinatorial results by Sapir:

Proposition 2.4 ([50, Proposition 2.1]). Let Xk = {x1, . . . , xk} and w ∈ X+k . Assume
that there exists a homomorphism ϕ : X+k → V0

k for which ϕ(w) 6= 0. Then there is an
endomorphism ψ : X+k → X+k such that the word ψ(w) appears as a factor in the Zimin
word Zk .

Proposition 2.5 ([50, Lemma 4.14]). Let Xk = {x1, . . . , xk} and w,w′ ∈ X+k . Assume
that there exists a homomorphism ϕ : X+k → V0

k for which ϕ(w) 6= ϕ(w′). Then the
identity w = w′ implies a non-trivial semigroup identity of the form Zk+1 = z.
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Now let V
0
k denote the semigroup anti-isomorphic to V0

k; we shall use the notation x 7→ x∗

for the mutual anti-isomorphisms between V0
k and V

0
k in both directions and denote {v∗ |

v ∈ Vk} by V k . Let
Tk = 〈Vk ∪ V k ∪ {0}, ·, ∗〉

be the 0-direct union of V0
k and V

0
k; this means that we identify 0 with 0∗, preserve the

multiplication in both V0
k and V

0
k , and set u · v∗ = u∗ · v = 0 for all u, v ∈ Vk . This is the

unary semigroup we need.
It is clear that Tk is infinite and is generated (as a unary semigroup) by the setAwhich

is finite. It remains to verify that Tk satisfies every identity in at most k variables that holds
in our initial unary semigroup S. So, let p, q ∈ FI(Xk) and suppose that the identity
p = q holds in S but fails in Tk . Then there exists a unary semigroup homomorphism
ϕ : FI(Xk)→ Tk for which ϕ(p) 6= ϕ(q). Hence, at least one of the elements ϕ(p) and
ϕ(q) is not 0; say ϕ(p) 6= 0. Then we may also assume ϕ(p) ∈ Vk; otherwise we may
consider the identity p∗ = q∗ instead of p = q. Since ϕ(p) 6= 0, there is no letter x ∈ Xk
such that p contains both x and x∗. Now we define a substitution σ : FI(Xk)→ FI(Xk)

as follows:

σ(x) =

{
x∗ if p contains x∗,
x otherwise.

Then σ(p) does not contain any starred letter, thus being a plain word in X+k . Since σ 2 is
the identity mapping, we have ϕ(p) = (ϕσ)(σ (p)), and ϕσ maps X+k into V0

k . Now we
consider two cases.

Case 1: σ(q) contains a starred letter. We apply Proposition 2.4 to the plain word σ(p)
and the semigroup homomorphism X+k → V0

k obtained by restricting ϕσ to X+k . We
conclude that there is an endomorphism ψ of X+k such that the word ψ(σ(p)) appears
as a factor in the Zimin word Zk . Thus, Zk = z′ψ(σ(p))z′′ for some z′, z′′ (which may
be empty). The endomorphism ψ extends in a natural way to an endomorphism of the
free involutory semigroup FI(Xk) and there is no harm in denoting the extension by ψ as
well. The identity p = q implies the identity

z′ψ(σ(p))z′′ = z′ψ(σ(q))z′′. (2.5)

The left hand side of (2.5) is Zk and the identity is not trivial because its right hand side
involves a starred letter. Since p = q holds in our initial semigroup S, so does (2.5). But
this contradicts the assumption that all Zimin words are involutory isoterms for S.

Case 2: σ(q) contains no starred letter. In this case σ(q) is a plain word in X+k , and we
are in a position to apply Proposition 2.5 to the semigroup identity σ(p) = σ(q) and the
semigroup homomorphism X+k → V0

k obtained by restricting ϕσ to X+k . We conclude
that σ(p) = σ(q) implies a non-trivial semigroup identity Zk+1 = z. Therefore the
identity p = q implies Zk+1 = z, and we again get a contradiction. ut

Before passing to concrete examples of inherently non-finitely based involutory semi-
groups, we formulate a corollary of our proof of Theorem 2.3 which will be useful for
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our subsequent paper(s). Proposition 2.4 easily implies that no word in the sequence
{γm(a11)}m=1,2,... has any square (that is, a word of the form ww) as a factor. Hence,
the semigroup V0

k satisfies the identity3 x2
= 0. This identity is clearly inherited by the

involutory semigroup Tk which by its construction satisfies also the identity xx∗ = 0.
Since Tk is finitely generated and infinite, we arrive at the following conclusion:

Corollary 2.6. If a variety V of involutory semigroups satisfies no non-trivial identity of
the form Zk+1 = z and all members of V satisfying the identities xx∗ = x2

= 0 are
locally finite, then V is not finitely based.

This result is parallel to [48, Proposition 3] in the plain semigroup case.
Now consider the twisted Brandt monoid TB1

2 = 〈B
1
2 , ·,

∗
〉, where B1

2 is the set of the
following six 2× 2-matrices:(

0 0
0 0

)
,

(
1 0
0 0

)
,

(
0 1
0 0

)
,

(
0 0
1 0

)
,

(
0 0
0 1

)
,

(
1 0
0 1

)
,

the binary operation · is the usual matrix multiplication and the unary operation ∗ fixes
the matrices (

0 0
0 0

)
,

(
0 1
0 0

)
,

(
0 0
1 0

)
,

(
1 0
0 1

)
and swaps each of the matrices (

1 0
0 0

)
,

(
0 0
0 1

)
with the other one.

Corollary 2.7. The twisted Brandt monoid TB1
2 is inherently non-finitely based.

Proof. By Theorem 2.3 we only have to show that TB1
2 satisfies no non-trivial involutory

semigroup identity of the form Zn = z. If z is a plain semigroup word, we can refer to
[48, Lemma 3.7] which shows that the semigroup 〈B1

2 , ·〉 does not satisfy any non-trivial
semigroup identity of the form Zn = z. If we suppose that the involutory word z contains
a starred letter, we can substitute the matrix

(
1 0
0 0

)
for all letters occurring in Zn and z.

Since this matrix is idempotent, the value of the word Zn under this substitution equals(
1 0
0 0

)
. On the other hand, z evaluates to a product involving the matrix

(
1 0
0 0

)∗
=
(

0 0
0 1

)
,

and it is easy to see that such a product is equal to either
(

0 0
0 1

)
or
(

0 0
0 0

)
. Thus, the identity

Zn = z cannot hold in TB1
2 in this case either. ut

An equivalent way to define TB1
2 is to consider the 5-element unary Rees matrix semi-

group over the trivial group E = {e} with the sandwich matrix(
0 e

e 0

)
3 Strictly speaking the expression that follows is not an identity as defined before (since 0 is not

a term) but rather an abbreviation for the identities x2y = x2
= yx2. However, referring to such

abbreviations as identities is a standard convention which we adopt.



950 Karl Auinger et al.

and then to adjoin to this unary Rees matrix semigroup an identity element. For conve-
nience and later use we note that TB1

2 can thus be realized as the set

{(1, 1), (1, 2), (2, 1), (2, 2), 0, 1}

endowed with the operations

(i, j) · (k, `) =

{
(i, `) if (j, k) ∈ {(1, 2), (2, 1)},
0 otherwise; (2.6)

1 · x = x = x · 1, 0 · x = 0 = x · 0 for all x;
(i, j)∗ = (j, i), 1∗ = 1, 0∗ = 0.

Suppose that S is a finite unary semigroup for which the variety var S contains an
inherently non-finitely based finite unary semigroup. Immediately from the definition it
follows that S is also inherently non-finitely based. This observation is useful, in partic-
ular, for the justification of our second example of an involutory inherently non-finitely
based semigroup. This is a ‘twisted version’ TA1

2 of another 6-element semigroup that
often shows up under the name A1

2 in the theory of semigroup varieties. The unary semi-
group TA1

2 is formed by the six matrices(
0 0
0 0

)
,

(
1 0
0 0

)
,

(
0 1
0 0

)
,

(
1 0
1 0

)
,

(
0 1
0 1

)
,

(
1 0
0 1

)
under the usual matrix multiplication and the unary operation that swaps each of the
matrices (

1 0
0 0

)
,

(
0 1
0 1

)
with the other one and fixes all other matrices. Alternatively, TA1

2 is obtained from the
5-element unary Rees matrix semigroup A2 over E = {e} with the sandwich matrix(

0 e

e e

)
(2.7)

by adjoining an identity element. Again, for later use, we note that TA1
2 can be realized

as the set
{(1, 1), (1, 2), (2, 1), (2, 2), 0, 1}

endowed with the operations

(i, j) · (k, `) =

{
(i, `) if (j, k) 6= (1, 1),
0 if (j, k) = (1, 1); (2.8)

1 · x = x = x · 1, 0 · x = 0 = x · 0 for all x;
(i, j)∗ = (j, i), 1∗ = 1, 0∗ = 0.

Corollary 2.8. The involutory semigroup TA1
2 is inherently non-finitely based.
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Proof. We represent TA1
2 as in (2.8) and TB1

2 as in (2.6) and consider the direct square
TA1

2 × TA1
2. It is then easy to check that the twisted Brandt monoid TB1

2 is a homo-
morphic image of the unary subsemigroup of TA1

2 × TA1
2 generated by the pairs (1, 1),

((1, 1), (2, 2)) and ((2, 2), (1, 1)). Thus, TB1
2 belongs to var TA1

2. Since by Corollary 2.7,
TB1

2 is inherently non-finitely based, so is TA1
2. ut

Sapir [48, Proposition 7] has shown that a (plain) finite semigroup S is inherently non-
finitely based if and only if all Zimin words are isoterms for S, that is, S satisfies no
non-trivial semigroup identity of the form Zn = z. Our Theorem 2.3 models the ‘if’ part
of this statement but we do not know whether or not the ‘only if’ part transfers to the
involutory environment. Some partial results in this direction have recently been obtained
by the second author [11]. Here we present yet another special result which however
suffices for our purposes.

Proposition 2.9. Let S = 〈S, ·, ∗〉 be a finite involutory semigroup and suppose that
there exists an involutory word ω(x) in one variable x such that S satisfies the identity
x = xω(x)x. Then S is not inherently non-finitely based.

Proof. We have to construct a finite set of identities that defines a locally finite variety
of involutory semigroups containing S. The crucial step towards this goal consists in
verifying that the identity x = xω(x)x allows one to express right divisibility in terms
of equational logic. This being done, we shall be in a position to closely follow powerful
arguments developed by Margolis and Sapir in [36].

We say that elements a, b ∈ S divide each other on the right and write a R b if either
a = b or there exist s, t ∈ S such that a = bs and b = at . Clearly, R is an equivalence
relation (known as the right Green relation in semigroup theory).

Since S satisfies the identity x = xω(x)x, we have a R aω(a) for each a ∈ S.
(Indeed, a = aω(a) · a and aω(a) = a · ω(a).) Thus, for a, b ∈ S, we have a R b if and
only if aω(a) R bω(b). Since aω(a) and bω(b) are idempotents, that latter condition is
equivalent to the two equalities aω(a) · bω(b) = bω(b) and bω(b) · aω(a) = aω(a). In
particular, for u, v ∈ S we have uv R u if and only if uvω(uv) · uω(u) = uω(u) (since
the second equality uω(u) · uvω(uv) = uvω(uv) is always true).

Let Z′n be the word obtained from the Zimin word Zn by deleting the last letter (which
is x1), that is, Z′nx1 = Zn. Now set n = |S|+1; Lemma 7 in [36] implies that under every
evaluation of the letters x1, . . . , xn in S, the values of the words Z′n and Zn divide each
other on the right. As explained in the previous paragraph, this can be restated as saying
that the values of the terms Znω(Zn) · Z′nω(Z

′
n) and Z′nω(Z

′
n) coincide under every

evaluation of x1, . . . , xn in S, that is, S satisfies the identity

Znω(Zn) · Z
′
nω(Z

′
n) = Z

′
nω(Z

′
n). (2.9)

On the other hand, in each involutory semigroup T = 〈T , ·, ∗〉which satisfies x = xω(x)x
and (2.9), the values of the words Z′n and Zn under every evaluation of x1, . . . , xn neces-
sarily divide each other on the right. This implies that such a T satisfies the implication

xZn = yZn→ xZ′n = yZ
′
n. (2.10)
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Indeed, suppose that under some evaluation ϕ of the letters x, y, x1, . . . , xn in T, the
words xZn and yZn happen to take the same value, that is, ϕ(xZn) = ϕ(yZn). Since
ϕ(Zn) R ϕ(Z′n), there exists t ∈ T such that ϕ(Zn)t = ϕ(Z′n). Hence

ϕ(xZ′n) = ϕ(xZn)t = ϕ(yZn)t = ϕ(yZ
′
n),

that is, the words xZ′n and yZ′n also take a common value under ϕ.
Lemma 8 in [36] shows that a finitely generated semigroup satisfying (2.10) is finite

if and only if it satisfies the identity

xk = xk+` (2.11)

for some k, ` ≥ 1 and has only locally finite subgroups. We note that an involutory
semigroup T = 〈T , ·, ∗〉 is finitely generated if and only if so is the semigroup 〈T , ·〉. An
identity of the form (2.11) definitely holds in S since S is finite. Hence it suffices to find a
finite number of identities which hold in S and which force each (involutory) semigroup
to have only locally finite subgroups.

We can proceed as at the end of [36]. Let G be the direct product of all maximal
subgroups of S. By the Oates–Powell theorem [40] (see also [39, §5.2]), the locally fi-
nite variety var G generated by the finite group G can be defined by a single identity
v(x1, . . . , xm) = 1. The left hand side v of this identity can be assumed to contain no
occurrence of the inversion −1, that is, we may assume that v is a plain semigroup word
in the letters x1, . . . , xm. Now let F = F(x1, . . . , xm) be the m-generated relatively free
semigroup in the (locally finite) semigroup variety generated by the semigroup 〈S, ·〉. The
semigroup F is finite and hence has a least ideal; this ideal is known to be a union of (iso-
morphic) subgroups (Sushkevich’s theorem, see [6]). Let H be any of these subgroups
and let e be the identity element of H. We denote by u(x1, . . . , xm) a word whose value
in F is e. Since e2

= e, we see that F (and therefore S) satisfies the identity

u = u2. (2.12)

For every g ∈ F, the product ege belongs to H. As observed in [27], the group H belongs
to the variety var G. Consequently, F (and therefore S) satisfies the identity

v(ux1u, . . . , uxmu) = u. (2.13)

Note that both sides of (2.13) are plain semigroup words in the letters x1, . . . , xm.
Now consider the variety V of involutory semigroups defined by the identity x =

xω(x)x, an identity of the form (2.11) holding in S, and the identities (2.9), (2.12), and
(2.13). Since by the construction S satisfies all the listed identities, S is a member of V.
Let T = 〈T , ·, ∗〉 be any finitely generated member of V; then, as already mentioned, the
semigroup 〈T , ·〉 is also finitely generated. The first and the third identity ensure that the
semigroup 〈T , ·〉 satisfies the implication (2.10), and therefore it is finite provided that all
its subgroups are locally finite. Each group that satisfies the identities (2.12) and (2.13)
satisfies the identity v(x1, . . . , xm) = 1, hence belongs to var G and so is locally finite.
Altogether, T is finite. Thus, V is locally finite and finitely based, and the proposition is
proved. ut
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Proposition 2.9 implies in particular that no finite regular ∗-semigroup can be inherently
non-finitely based as one can use x∗ in the role of the term ω(x). In particular, the unary
semigroup 〈B1

2 , ·,
T
〉, where the unary operation is the usual matrix transposition, is not

inherently non-finitely based (this fact was first discovered by Sapir [49]), even though it
is not finitely based [28].

3. Applications

3.1. Matrix semigroups with Moore–Penrose inverse

Certainly, the most common unary operation for matrices is transposition. However, it is
convenient for us to start by analyzing matrix semigroups with Moore–Penrose inverse
because this analysis will help us in considering semigroups with transposition.

We first recall the notion of Moore–Penrose inverse. This has been discovered by
Moore [38] and independently by Penrose [41] for complex matrices, but has turned out
to be a fruitful concept in a more general setting—see [4] for a comprehensive treatment.

The following results were obtained by Drazin [12].

Proposition 3.1 ([12, Proposition 1]). Let S be an involutory semigroup. Then, for any
given a ∈ S, the four equations

axa = a, xax = x, (ax)∗ = ax, (xa)∗ = xa (3.1)

have at most one common solution x ∈ S.

For an element a of an involutory semigroup S, we denote by a† the unique common
solution x of the equations (3.1), provided it exists, and call a† the Moore–Penrose inverse
of a.

Recall that an element a ∈ S is said to be regular if there is an x ∈ S such that
axa = a. Concerning existence of the Moore–Penrose inverse, we have the following

Proposition 3.2 ([12, Proposition 2]). Let S be an involutory semigroup satisfying the
implication

x∗x = x∗y = y∗x = y∗y → x = y. (3.2)

Then for a ∈ S, the Moore–Penrose inverse a† exists if and only if a∗a and aa∗ are
regular elements.

Let 〈R,+, ·〉 be a ring. A ring involution is an involution x 7→ x∗ of the semigroup
〈R, ·〉 satisfying in addition the identity (x + y)∗ = x∗ + y∗. For ring involutions, the
implication (3.2) is easily seen to be equivalent to

x∗x = 0→ x = 0. (3.3)

Now suppose that K = 〈K,+, ·〉 is a field that admits a ring involution x 7→ x. Then
the matrix ring Mn(K) has an involution that naturally arises from the involution of K,
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namely (aij ) 7→ (aij )
∗ := (aij )T . This involution of Mn(K) in general does not satisfy

the implication (3.3). However, it does satisfy (3.3) if and only if the equation

x1x1 + x2x2 + · · · + xnxn = 0 (3.4)

admits only the trivial solution (x1, . . . , xn) = (0, . . . , 0) in Kn. Since all elements of
Mn(K) are regular, this means that the Moore–Penrose inverse exists—subject to the
involution (aij ) 7→ (aij )

∗
= (aij )

T—whenever (3.4) admits only the trivial solution.
(The classical Moore–Penrose inverse is thereby obtained by putting K = C, the field
of complex numbers, endowed with the usual complex conjugation z 7→ z.) On the other
hand, it is easy to see that the condition that (3.4) has only the trivial solution is necessary:
if (a1, . . . , an) were a non-trivial solution to (3.4), then the matrix formed by n identical
rows (a1, . . . , an) would have no Moore–Penrose inverse.

The proof of the main result of this subsection requires an explicit calculation of the
Moore–Penrose inverses of certain rank 1 matrices. Thus, we present a simple method
for such a calculation. For a row vector a = (a1, . . . , an) ∈ K

n, where K = 〈K,+, ·〉

is a field with an involution x 7→ x, let a∗ denote the column vector (a1, . . . , an)
T . It is

easy to see that any n× n-matrix A of rank 1 over K can be represented as A = b∗c for
some non-zero row vectors b, c ∈ Kn. Provided that (3.4) admits only the trivial solution
in Kn, one gets A† as follows:

A†
= c∗(cc∗)−1(bb∗)−1b. (3.5)

Here bb∗ and cc∗ are non-zero elements of K, so their inverses in K exist. In order to
justify (3.5), it suffices to check that the right hand side of (3.5) satisfies the simultaneous
equations (3.1) with the matrix A in the role of a, and this is straightforward. Note that
formula (3.5) immediately shows that A† is a scalar multiple of A∗ = c∗b, namely

A†
=

1
cc∗ · bb∗

A∗. (3.6)

So, we can formulate one of the highlights of the section—a result that reveals an
unexpected feature of a rather classical and well studied object.

Theorem 3.3. Let K = 〈K,+, ·〉 be a field having an involution x 7→ x for which
the equation xx + yy = 0 has only the trivial solution (x, y) = (0, 0) in K2. Then
the unary semigroup 〈M2(K), ·,

†
〉 of all 2 × 2-matrices over K endowed with Moore–

Penrose inversion †—subject to the involution (aij ) 7→ (aij )
∗
= (aij )

T—has no finite
basis of identities.

Proof. Set S = 〈M2(K), ·,
†
〉. By Theorem 2.2 and Lemma 2.1 it is sufficient to show

that

1) K3 ∈ var S,
2) there exists a group G ∈ var S such that G /∈ var H(S).
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In order to prove 1), consider the following sets of rank 1 matrices in M2(K):

H11 =

{(
x x

x x

)}
, H12 =

{(
x 0
x 0

)}
, H13 =

{(
0 x

0 x

)}
,

H21 =

{(
x x

0 0

)}
, H22 =

{(
x 0
0 0

)}
, H23 =

{(
0 x

0 0

)}
, (3.7)

H31 =

{(
0 0
x x

)}
, H32 =

{(
0 0
x 0

)}
, H33 =

{(
0 0
0 x

)}
,

where in each case x runs overK \{0}. Observe that K cannot be of characteristic 2, since
the equation xx + yy = 0 has only the trivial solution in K2. Taking this into account, a
straightforward calculation shows that

Hij ·Hk` =

{
Hi` if (j, k) 6= (2, 3), (3, 2),
0 otherwise. (3.8)

Hence the set
T =

⋃
1≤i,j≤3

Hij ∪ {0}

is closed under multiplication, so forms a subsemigroup T of S, and the partition H of T
into the classes Hij and {0} is a congruence on T. Equation (3.6) shows that

H
†
ij = Hji . (3.9)

We see that T is closed under Moore–Penrose inversion and H respects †, thus is a
congruence on the unary semigroup T′ =

〈
T , ·, †〉. Now comparing (3.8) and (3.9) with

the multiplication and inversion rules in K3 (see (1.1)), we conclude that T′/H and K3
are isomorphic as unary semigroups. Hence K3 is in var S.

For 2) we merely let GL2(K), the group of all invertible 2× 2-matrices over K, play
the role of G. Since Moore–Penrose inversion on GL2(K) coincides with usual matrix
inversion, we observe that GL2(K) is a unary subsemigroup of S. Moreover, since AA†

is the identity matrix for every invertible matrix A, we conclude that, with the exception
of the identity matrix, the Hermitian subsemigroup H(S) contains only matrices of rank
at most 1, that is, H(S) ⊆ L1

2(K), the set of all matrices of rank at most 1 with the
identity matrix adjoined. By Corollary 1.2 the semigroup 〈L1

2(K), ·〉 satisfies the identity
x2yx = xyx2. Consequently, each group in var H(S) is abelian, while the group GL2(K)

is non-abelian. Thus, GL2(K) is contained in var S but not in var H(S), as required. ut

Remark 3.1. Apart from any subfield of C closed under complex conjugation, Theo-
rem 3.3 applies, for instance, to finite fields K = 〈K,+, ·〉 for which |K| ≡ 3 (mod 4),
endowed with the trivial involution x 7→ x = x; the latter follows from the fact that the
equation x2

+ 1 = 0 admits no solution in K if and only if |K| ≡ 3(mod 4) (cf. [32, The-
orem 3.75]). Moreover, by slightly changing the arguments one can show an analogous
result for K being any skew-field of quaternions closed under conjugation.
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The reader may ask whether or not the restriction on the size of matrices is essential
in Theorem 3.3. For some fields, it definitely is. For instance, for finite fields with the
trivial involution x 7→ x = x, no extension of Theorem 3.3 to n× n-matrices with n > 2
is possible simply because the Moore–Penrose inverse is only a partial operation in this
case. Indeed, it is a well known corollary of the Chevalley–Warning theorem (see, e.g.,
[52, Corollary 2 in §1.2]) that the equation x2

1 + · · ·+ x
2
n = 0 (that is (3.4) with the trivial

involution) admits a non-trivial solution in any finite field whenever n > 2.
The situation is somewhat more complicated for subfields of C. Theorem 2.2 does

not apply here because of the following obstacle. It is well known (see, for example,
[34, p. 101]) that the two matrices

ζ =

(
1 0
2 1

)
and η =

(
1 2
0 1

)
(3.10)

generate a free subgroup of
〈
SL2(Z), ·,−1〉. On the other hand, it is easy to verify that for

any subfield K of C closed under complex conjugation, the mapping 〈SL2(Z), ·,−1
〉 →

〈M3(K), ·,
†
〉 defined by A 7→

(
A 0

0
0 0 0

)
is an embedding of unary semigroups. Thus, for

n > 2, the unary semigroup 〈Singn(K), ·,
†
〉 of singular n × n-matrices contains a free

non-abelian group, whence every group belongs to the unary semigroup variety gener-
ated by 〈Singn(K), ·,

†
〉. Now we observe that Singn(K) is contained in the Hermitian

subsemigroup of 〈Mn(K), ·,
†
〉. Indeed, it was proved in [16] (see also [2] for a recent

elementary proof) that the semigroup 〈Singn(K), ·〉 is generated by idempotent matrices.
For an arbitrary idempotent matrix A ∈ Mn(K), let

N(A) = {x ∈ Kn
| xA = 0} and F(A) = {x ∈ Kn

| xA = x}

be the null-space and the fixed-point-space of A, respectively. Now consider two matrices
of orthogonal projectors: P1, the matrix of the orthogonal projector onto F(A), and P2,
the matrix of the orthogonal projector onto N(A)⊥. As any orthogonal projector matrix
P satisfies P = P 2

= P †, both P1 = P1P
†
1 and P2 = P2P

†
2 belong to the Hermitian

subsemigroup H(Mn(K)), but then A also belongs to H(Mn(K)) since A = (P1P2)
† (see

[37, Exercise 5.15.9a]). Thus, Singn(K) ⊆ H(Mn(K)), whence no group G can satisfy
the condition of Theorem 2.2.

However, the fact that Theorem 2.2 cannot be applied to, say, the unary semigroup
〈M3(C), ·, †

〉 does not yet mean that the identities of this semigroup are finitely based.
We thus have the following open question.

Problem 3.1. Is the unary semigroup 〈Mn(K), ·,
†
〉 not finitely based for each subfield K

of C closed under complex conjugation and for all n > 2?

It is known that 〈Mn(K), ·,
†
〉 satisfies rather involved identities (see [7] for an example),

so the conjecture that these identities admit no finite basis looks quite natural. In connec-
tion with Problem 3.1, we also observe that the proofs of Theorem 3.3 and Corollary 1.2
readily yield the following:
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Remark 3.2. For each conjugation-closed subfield K of C and for all n > 2, the unary
semigroup 〈Ln(K) ∪G, ·, †

〉 consisting of all matrices of rank at most 1 and all matrices
from some non-abelian subgroup 〈G, ·,−1

〉 of 〈GLn(K), ·,−1
〉 has no finite identity basis.

Another natural related structure is the semigroup Mn(K) endowed with both unary
operations † and ∗. Recall that the Moore–Penrose inverse is in fact defined in terms
of identities involving both these operations—namely, Proposition 3.2 implies that the
algebraic structure 〈Mn(K), ·,

†, ∗〉 satisfies the identities

xx†x = x, x†xx†
= x†, (xx†)∗ = xx†, (x†x)∗ = x†x (3.11)

and these identities uniquely determine the operation A 7→ A†. This might incline one
to conjecture that the identities (3.11) together with the identities (xy)∗ = y∗x∗ and
(x∗)∗ = x form a basis for Eq〈Mn(K), ·,

†, ∗〉. However our techniques show that this is
not the case at least for n = 2.

Theorem 3.4. Let K be a field as in Theorem 3.3; then 〈M2(K), ·,
†, ∗〉 is not finitely

based as an algebraic structure of type (2, 1, 1).

Proof. The characteristic of K is not 2, whence the group

G = {A ∈ GL2(K) | A
†
= A∗}

is non-abelian. Indeed, on the prime subfield of K, the involution x 7→ x is the identity
automorphism; so, for matrices over the prime subfield, conjugation ∗ coincides with
transposition, and thus, for example, ( 0 1

1 0 ) and ( 0 −1
1 0 ) are two non-commuting members

of G. Set A = 〈M2(K), ·,
†, ∗〉; the algebraic structure 〈G, ·, †, ∗〉, that is, the group G

with inversion taken twice as unary operation, belongs to var A. Now, as in the proof of
Theorem 3.3, consider the set

T =
⋃

1≤i,j≤3

Hij ∪ {0}

where Hij are defined via (3.7). Obviously, H ∗ij = Hji whence T = 〈T , ·, †, ∗〉 is a sub-
structure of A and the partition H of T into the classes Hij and {0} is a congruence on
this substructure. The quotient T/H is then isomorphic to the semigroup K3 endowed
twice with its unary operation. We conclude that K3 treated this way also belongs to
var A. By Corollary 1.2 the identity x2yx = xyx2 holds in H(A) (by which we mean the
substructure of A generated by all elements of the form AA†). Now construct the semi-
groups Tk (by use of the identity x2yx = xyx2) as in step 2 in the proof of Theorem 2.2
and endow each of them twice with its unary operation. The arguments in steps 3 and 4 in
the proof then show that Tk does not belong to var A while each k-generated substructure
of Tk does belong to var A. Thus, Tk can play the role of critical structures for var A and
the desired conclusion follows by reasoning as in step 1 in the proof of Theorem 2.2. ut

Also in this setting, our result gives rise to a natural question.

Problem 3.2. Is the algebraic structure 〈Mn(K), ·,
†, ∗〉 of type (2, 1, 1) not finitely based

for each subfield K of C closed under complex conjugation and for all n > 2?
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Here an observation similar to Remark 3.2 can be stated: for each conjugation-closed
subfield K ⊆ C and for all n > 2, the algebraic structure 〈Ln(K) ∪ GLn(K), ·, †, ∗〉

consisting of all matrices of rank at most 1 and all invertible matrices has no finite identity
basis.

3.2. Matrix semigroups with transposition over infinite fields

Here we show that the involutory semigroup 〈Mn(K), ·,
T
〉 is finitely based for any infinite

field K. More precisely, we verify that all identities holding in 〈Mn(K), ·,
T
〉 follow from

the associativity and the involution laws (xy)T = yT xT , (xT )T = x. This is an involutory
analogue of a result from [22] mentioned in the introduction; the proof given there does
not immediately show the intended analogue, but the ideas below are inspired by the
arguments in [22].

Let us start with an auxiliary construction and consider first, for an arbitrary field K,
the set M2(K[x]) of all 2× 2-matrices over the polynomial ring K[x]. A matrix(

p11 p12
p21 p22

)
with pij non-zero members of K[x] is said to be ascending if

deg(p11) < min{deg(p12), deg(p21)}, max{deg(p12), deg(p21)} < deg(p22),

and descending if

deg(p11) > max{deg(p12), deg(p21)}, min{deg(p12), deg(p21)} > deg(p22.)

Let Asc and Desc stand for the sets of all ascending and all descending matrices, respec-
tively. It is straightforward to see that Asc and Desc are disjoint and both are closed under
multiplication and transposition. Set

A =

(
1 0
x2 x

)
;

by induction one obtains

An =

(
1 0

pn+1 pn

)
for polynomials pn and pn+1 with deg(pn+1) = n + 1 and deg(pn) = n. Further, set
B = AT ; then for any n,m ≥ 1 one gets

AnBm =

(
1 s12
s21 s22

)
where deg(s12) = m+ 1, deg(s21) = n+ 1 and deg(s22) = m+ n+ 2, while

BmAn =

(
r11 r12
r21 r22

)
where deg(r11) = m+ n+ 2, deg(r12) = deg(r21) = m+ n+ 1 and deg(r22) = m+ n.
In particular, AnBm ∈ Asc while BmAn ∈ Desc.
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Lemma 3.5. For all m, n ≥ 1, the sets Asc · An and Desc · Bm are disjoint.

Proof. Let a, b, c, d, p, q be non-zero polynomials with

deg(a) < min{deg(b), deg(c)}, max{deg(b), deg(c)} < deg(d) and deg(p) < deg(q).

Then
(
a b
c d

)
is a typical matrix in Asc, and

(
d b
c a

)
is one in Desc; An is of the form

( 1 0
q p

)
and Bm is of the form

( 1 q
0 p

)
. Now(
a b

c d

)(
1 0
q p

)
=

(
a + bq bp

c + dq dp

)
.

Since deg(a) < deg(b) and deg(p) < deg(q) we obtain

deg(a + bq) = deg(bq) > deg(bp).

In particular, for any C = (cij ) ∈ Asc · An we get

deg(c11) > deg(c12). (3.12)

On the other hand, (
d b

c a

)(
1 q

0 p

)
=

(
d dq + bp

c cq + ap

)
.

Here we have
deg(d) < deg(dq) = deg(dq + bp).

Again, this shows that for any D = (dij ) ∈ Desc · Bm,

deg(d11) < deg(d12). (3.13)

Conditions (3.12) and (3.13) immediately imply that Asc · An ∩ Desc · Bm = ∅. ut

We are able to draw our first conclusion.

Proposition 3.6. Let u = u(a, b) and v = v(a, b) ∈ {a, b}+ be two distinct words,
A =

(
1 0
x2 x

)
∈ M2(K[x]) and B = AT . Then u(A,B) 6= v(A,B).

Proof. Suppose that u(A,B) = v(A,B). The matricesA and B are invertible as matrices
over the field of rational functions over K, so we can cancel the longest common prefix
and the longest common suffix of the words u and v, obtaining new words u′ and v′

that still satisfy u′(A,B) = v′(A,B). Observe that neither u′ nor v′ is empty because
otherwise A and/or B would be invertible over the polynomial ring K[x], which is not
true. Thus, we may assume that u and v start and end with different symbols, and this
means that the words are of either of the following two forms:

u = an1bm1 · · · ansbms and v = b`1ak1 · · · b`t akt , (3.14)

u = an1bm1 · · · ans−1bms−1ans and v = b`1ak1 · · · b`t−1akt−1b`t , (3.15)

with s, t ≥ 1 and all ni, mi, ki, `i ≥ 1. In case (3.14), u(A,B) ∈ Asc and v(A,B) ∈
Desc, while in case (3.15), u(A,B) ∈ Asc · Ans and v(A,B) ∈ Desc · Bkt . In any case,
using Lemma 3.5 we obtain u(A,B) 6= v(A,B), a contradiction. ut
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Theorem 3.7. For each infinite field K, all the identities of the involutory semigroup
〈Mn(K), ·,

T
〉 follow from the laws (xy)z = x(yz), (xy)T = yT xT , (xT )T = x.

Proof. If we call identities that follow from the associativity and the involution laws triv-
ial, our claim amounts to saying that 〈Mn(K), ·,

T
〉 does not satisfy any non-trivial invo-

lutory identity. We show that this already holds for the involutory semigroup GL2(K) =

〈GL2(K), ·,
T
〉, which obviously embeds into 〈Mn(K), ·,

T
〉 for each n.

It is known (and easy to verify) that the free involutory semigroup with one generator,
say z, contains as a unary subsemigroup a free involutory semigroup with countably many
generators, namely FI(Z) where

Z = {zz∗z, z(z∗)2z, . . . , z(z∗)nz, . . . }.

Therefore we only need to verify that GL2(K) satisfies no non-trivial involutory identity
in one letter z. Such an identity can be written as u(z, zT ) = v(z, zT ) with u and v being
two distinct words. Proposition 3.6 implies that u(A,B) 6= v(A,B) in M2(K[x]). Setting

u(A,B) =

(
u11 u12
u21 u22

)
and v(A,B) =

(
v11 v12
v21 v22

)
,

we see that for some indices i and j the polynomials uij and vij are distinct, so uij − vij
is a non-zero polynomial. Now take any λ ∈ K and set z(λ) =

( 1 0
λ2 λ

)
. If

u(z(λ), z(λ)T ) = v(z(λ), z(λ)T ) (3.16)

then λ must be a root of the non-zero polynomial uij − vij , so (3.16) can hold only for
finitely many λ in K. Since K is infinite, equality (3.16) fails for all but finitely many λ,
and so, in particular, the identity u(z, zT ) = v(z, zT ) fails in GL2(K). ut

Similarly, it can be shown that the involutory semigroup 〈Mn(R), ·,
∗
〉 is finitely based for

each subring R ⊆ C closed under complex conjugation—here ∗ stands for the complex-
conjugate transposition (aij )∗ = (aij )

T . Indeed, we have already mentioned that the
two matrices ζ and η in (3.10) generate a free subgroup of 〈SL2(Z), ·,−1

〉 and hence
a free subsemigroup of 〈SL2(Z), ·〉. But η = ζ ∗, so the involutory subsemigroup in
〈SL2(Z), ·, ∗〉 generated by ζ is isomorphic to the free involutory semigroup FI({ζ }).

We note that Theorem 2.2 and Corollary 1.2 prove the non-existence of a finite iden-
tity bases for the unary subsemigroup of 〈Mn(C), ·,∗ 〉 [respectively 〈Mn(R), ·, T 〉] that
consists of all matrices of rank at most 1 together with all unitary [respectively all orthog-
onal] matrices.

3.3. Matrix semigroups with transposition over finite fields

Now we demonstrate that the case of finite fields is completely opposite to the one of
infinite fields with respect to the finite basis problem for matrix semigroups with transpo-
sition. We start by considering 2 × 2-matrices. Here Theorem 2.2 solves the finite basis
problem in the negative for the involutory semigroup 〈M2(K), ·,

T
〉 for each finite field K
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except K = F2, the 2-element field. (The exception is due to the fact that the involutory
semigroup 〈M2(F2), ·,

T
〉 satisfies the identity

(xxT )3(yyT )3 = (yyT )3(xxT )3,

which does not hold in K3; consequently, K3 is not in var〈M2(F2), ·,
T
〉 and Theorem 2.2

does not apply here.) In the following theorem, we shall demonstrate the application of
Theorem 2.2 only in the case when K has odd characteristic. With some additional effort
we could also include the case when the characteristic of K is 2 and |K| ≥ 4. We shall
omit this since that case will be covered by a different kind of proof later.

Theorem 3.8. For each finite field K of odd characteristic, the involutory semigroup
〈M2(K), ·,

T
〉 has no finite identity basis.

Proof. Let S = 〈M2(K), ·,
T
〉. As in the proof of Theorem 3.3 one shows that K3 is

in var S. Furthermore, let d be the exponent of the group GL2(K). By Corollary 1.2,
each group in Pd(var S) = var Pd(S) satisfies the identity x2yx = xyx2 and therefore is
abelian. On the other hand, as in the proof of Theorem 3.4, the group G = {A ∈ GL2(K) |

AT = A−1
} is in var S but is non-abelian. Thus, Theorem 2.2 applies. ut

The next theorem contains the even characteristic case and yields, in fact, a stronger
assertion.

Theorem 3.9. For each finite field K = 〈K,+, ·〉 with |K| 6≡ 3 (mod 4), the involutory
semigroup 〈M2(K), ·,

T
〉 is inherently non-finitely based.

Proof. As mentioned in Remark 3.1, there exists x ∈ K for which 1 + x2
= 0. Now

consider the following matrices:

H11 =

(
1 x

x x2

)
, H12 =

(
1 0
x 0

)
, H21 =

(
1 x

0 0

)
, H22 =

(
1 0
0 0

)
,

I =

(
1 0
0 1

)
, O =

(
0 0
0 0

)
.

Then the setM = {H11, H12, H21, H22, I,O} is closed under multiplication and transpo-
sition, hence M = 〈M, ·, T 〉 is an involutory subsemigroup of 〈M2(K), ·,

T
〉. The map-

ping TA1
2 →M given by

(i, j) 7→ Hij , 0 7→ O, 1 7→ I

is an isomorphism of involutory semigroups. The result now follows from Corollary 2.8.
ut

The case of matrix semigroups of size greater than 2 is similar.

Theorem 3.10. For each finite field K, the involutory semigroup 〈Mn(K), ·,
T
〉 with n ≥

3 is inherently non-finitely based.
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Proof. It follows from the Chevalley–Warning theorem [52, Corollary 2 in §1.2] that
there exist x, y ∈ K satisfying 1+ x2

+ y2
= 0. Now consider the following matrices:

H11 =

1 x y

x x2 xy

y xy y2

 , H12 =

1 0 0
x 0 0
y 0 0

 , H21 =

1 x y

0 0 0
0 0 0

 ,
H22 =

1 0 0
0 0 0
0 0 0

 , I =

1 0 0
0 1 0
0 0 1

 , O =

0 0 0
0 0 0
0 0 0

 .
Again, the set M = {H11, H12, H21, H22, I,O} is closed under multiplication and trans-
position, and as in the previous proof, M = 〈M, ·, T 〉 forms an involutory subsemigroup
of 〈M3(K), ·,

T
〉 that is isomorphic with TA1

2. Hence 〈M3(K), ·,
T
〉 is inherently non-

finitely based. The assertion for Mn(K) for n ≥ 3 now follows in an obvious way. ut

Remark 3.3. The statements of Theorems 3.8, 3.9, 3.10 remain valid if the unary oper-
ation A 7→ AT is replaced with an operation of the form A 7→ AσT for any automor-
phism σ of K, where (aij )σT := (aσij )

T .

We are ready to prove the main result of this subsection. With the exception of the
‘only if’ part of item 2, this is a summary of Theorems 3.8, 3.9, and 3.10.

Theorem 3.11. Let K = 〈K,+, ·〉 be a finite field. Then
1. the involutory semigroup 〈Mn(K), ·,

T
〉 is not finitely based;

2. the involutory semigroup 〈Mn(K), ·,
T
〉 is inherently non-finitely based if and only if

either n ≥ 3 or n = 2 and |K| 6≡ 3 (mod 4).
Proof. The only assertion of this theorem not covered by our previous results is that
〈M2(K), ·,

T
〉 is not inherently non-finitely based if |K| ≡ 3 (mod 4). We employ Pro-

position 2.9 to prove this.
Recall that the condition |K| ≡ 3 (mod 4) corresponds precisely to the case when

each matrix A in 〈M2(K), ·,
T
〉 admits a Moore–Penrose inverse A† (Remark 3.1). Let A

be a matrix of rank 1; by (3.6) there exists a scalar α ∈ K \ {0} such that αA†
= AT . Let

r = |K| − 1; then αr = 1. Since the multiplicative subgroup of K is a cyclic subgroup of
GL2(K), the number r divides the exponent d of GL2(K), so αd = 1. Consequently,

A(ATA)d = A(αA†A)d = αdA(A†A)d = A.

If A ∈ GL2(K), we also have A = A(ATA)d because (ATA)d is the identity matrix;
clearly, the equality A = A(ATA)d also holds for the case when A is the zero matrix.
Summarizing, we conclude that the identity x = x(xT x)d holds in the involutory semi-
group 〈M2(K), ·,

T
〉. Setting ω(x) := xT (xxT )d−1, we see that 〈M2(K), ·,

T
〉 satisfies

the identity x = xω(x)x, as required by Proposition 2.9. ut

Remark 3.4. It is known [48, Corollary 6.2] that the matrix semigroup 〈Mn(K), ·〉 is
inherently non-finitely based (as a plain semigroup) for every finite field K. Thus, the
involutory semigroups 〈M2(K), ·,

T
〉 over finite fields K such that |K| ≡ 3 (mod 4) pro-

vide a natural series of unary semigroups whose equational properties essentially differ
from the equational properties of their semigroup reducts.
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3.4. Matrix semigroups with symplectic transpose

For a 2m× 2m-matrix

X =

(
A B

C D

)
with A,B,C,D being m×m-matrices over any field K, the symplectic transpose XS is
defined by

XS =

(
DT −BT

−CT AT

)
(see, e.g., [44, (5.1.1)]). The symplectic transpose is an involution of 〈M2m(K), ·〉 whose
properties essentially differ from those of the usual transposition. In fact, every involution
of the semigroup 〈Mn(K), ·〉 that fixes the scalar matrices is in a certain sense similar to
either the usual transposition or the symplectic transpose.4

The definition of the symplectic transpose resembles that of the involution in the
twisted Brandt monoid TB1

2 (defined in terms of 2 × 2-matrices) and leads to the fol-
lowing application.

Theorem 3.12. The involutory semigroup
〈
M2m(K), ·,

S
〉

is inherently non-finitely based
for each m ≥ 1 and each finite field K = 〈K,+, ·〉.

Proof. Consider the following sets of 2m× 2m-matrices:

H11 =

{
±

(
Om Im
Om Om

)}
, H12 =

{
±

(
Im Om
Om Om

)}
,

H21 =

{
±

(
Om Om
Om Im

)}
, H22 =

{
±

(
Om Om
Im Om

)}
where for any positive integer k, we denote be Ik , respectively, Ok the identity, respec-
tively, zero k × k-matrix. Let

T =
⋃

1≤i,j≤2

Hij ∪ {O2m, I2m}.

The set T is closed under multiplication and symplectic transposition, so
〈
T , ·, S

〉
forms

an involutory subsemigroup of
〈
M2m(K), ·,

S
〉
. On the other hand, the mapping

Hij 7→ (i, j), I2m 7→ 1, O2m 7→ 0

is a homomorphism of
〈
T , ·, S

〉
onto TB1

2. Altogether, the twisted Brandt monoid TB1
2 is

a homomorphic image of an involutory subsemigroup of
〈
M2m(K), ·,

S
〉
. ut

4 We do not want to formalize this phrase in general because its meaning actually depends
on some intrinsic properties of the field K. In the simplest case, when K is algebraically closed
of characteristic 6= 2, the similarity takes the strongest form: every involutory semigroup of the
form 〈Mn(K), ·,

∗
〉 such that ∗ fixes the scalar matrices is isomorphic to either 〈Mn(K), ·,

T
〉 or

〈Mn(K), ·,
S
〉 (in the latter case n should be even). This is well known for involutions that respect

the addition of matrices (see, e.g., [43, Corollary 14.2]) but it easily follows from a classical re-
sult by Khalezov [26] that every involution of the semigroup 〈Mn(K), ·〉 automatically preserves
addition.



964 Karl Auinger et al.

Remark 3.5. It is easy to see that the involutory semigroup 〈Mm(K), ·,
T
〉 embeds into〈

M2m(K), ·,
S
〉

via the mapping A 7→
(
A Om
Om A

)
. Therefore, if m > 1 and K is an infinite

field, then
〈
M2m(K), ·,

S
〉

satisfies no non-trivial involutory identity and is finitely based
(see Subsection 3.2). The 2 × 2-matrices over an infinite field satisfy non-trivial identi-
ties involving multiplication and the symplectic transpose, for instance, xxSy = yxxS

or xxS = xSx. In fact, we have verified that these two identities together with the asso-
ciativity and the involution laws (xy)S = ySxS , (xS)S = x form an identity basis for〈
M2(K), ·,

S
〉

with K infinite. (The proof of this will be published separately.) Thus, the
involutory semigroup

〈
M2m(K), ·,

S
〉

is finitely based if and only if K is an infinite field.

3.5. Boolean matrices

Recall that a Boolean matrix is a matrix with entries 0 and 1 only. The multiplication of
such matrices is as usual, except that addition and multiplication of the entries is defined
as: a + b = max{a, b} and a · b = min{a, b}. Let Bn denote the set of all Boolean
n× n-matrices. It is well known that the semigroup 〈Bn, ·〉 is essentially the same as the
semigroup of all binary relations on an n-element set subject to the usual composition of
binary relations. The operation T of forming the matrix transpose then corresponds to the
operation of forming the dual binary relation.

Theorem 3.13. The involutory semigroup Bn = 〈Bn, ·,
T
〉 of all Boolean n×n-matrices

endowed with transposition is inherently non-finitely based.

Proof. Consider the Boolean matrices

B11 =

(
0 1
1 1

)
, B12 =

(
1 0
1 1

)
, B21 =

(
1 1
0 1

)
, B22 =

(
1 1
1 0

)
,

O =

(
1 1
1 1

)
, I =

(
1 0
0 1

)
.

The set M = {B11, B12, B21, B22,O, I } is closed under multiplication and transposition,
so M = 〈M, ·, T 〉 is an involutory subsemigroup of B2. The mapping TB1

2 → M given
by

(i, j) 7→ Bij , 0 7→ O, 1 7→ I

is an isomorphism of involutory semigroups. By Corollary 2.7, M is inherently non-
finitely based whence so is B2. Since B2 can be embedded as an involutory semigroup
into Bn for each n, the result follows. ut

Remark 3.6. Our proof of Theorem 3.13 also applies to some important involutory sub-
semigroups of Bn. In order to introduce an interesting instance, recall that Boolean n×n-
matrices are in a 1-1 correspondence with bipartite directed graphs whose parts are of size
n: the bipartite graph of a matrix A = (aij ) has the row set and the column set of A as
its parts and has an edge from the ith row to the j th column if and only if aij = 1. If the
graph of A admits a perfect matching (i.e. a set of edges such that every vertex is incident
to precisely one of them), then A is said to be a Hall matrix (the name suggested in [51]
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is, of course, inspired by Hall’s marriage theorem). It is easy to see that the collection
HBn of all Hall n× n-matrices is closed under multiplication and transposition. Since all
the matrices B11, B12, B21, B22,O, I from the above proof are Hall matrices, we readily
conclude that the involutory semigroup 〈HBn, ·, T 〉 is inherently non-finitely based.

Remark 3.7. We can unify Theorem 3.13 and some results in Subsection 3.3 by consid-
ering matrices over semirings. A semiring is an algebraic structure L = 〈L,+, ·〉 of type
(2, 2) such that 〈L,+〉 is a commutative semigroup, 〈L, ·〉 is a semigroup and multiplica-
tion distributes over addition. From the proofs of Theorems 3.9 and 3.13 we see that the
involutory matrix semigroup 〈Mn(L), ·,

T
〉 over a finite semiring is inherently non-finitely

based whenever the semiring L has a zero 0 (that is, a neutral element for 〈L,+〉 which
is at the same time an absorbing element for 〈L, ·〉) and satisfies one of the following two
conditions:

(1) there exist (not necessarily distinct) elements e, x 6= 0 such that e2
= e, ex =

xe = x, e + x2
= 0;

(2) there exists an element e 6= 0 such that e2
= e = e + e.

We have already met an infinite series of semirings satisfying (1): it consists of the finite
fields K = 〈K,+, ·〉 with |K| 6≡ 3 (mod 4). It should be noted that semirings satisfying
(2) are even more plentiful: for example, finite distributive lattices as well as the power
semirings of finite semigroups (with the subset union as addition and the subset product
as multiplication) fall in this class.

A Boolean matrix A = (aij ) is said to be upper triangular if aij = 0 whenever i > j .
Let BTn stand for the set of all Boolean upper triangular n× n-matrices. The semigroups
〈BTn, ·〉 play an important role in the theory of formal languages (see [42]); their identities
have been studied by the third author and Goldberg in [56]. Observe that this semigroup
admits quite a natural unary operation: reflection with respect to the secondary diagonal
(from the top right to the bottom left corner). We denote by AD the result of applying
this operation to the matrix A. It is easy to see that the operation A 7→ AD is in fact
an involution; this follows, for instance, from the fact that AD = JAT J where J is the
Boolean matrix with 1s on the secondary diagonal and 0s elsewhere.

Theorem 3.14. For each integer n ≥ 3, the involutory semigroup BTn = 〈BTn, ·,D〉 of
all Boolean upper triangular n × n-matrices endowed with the reflection with respect to
the secondary diagonal is inherently non-finitely based.

Proof. Consider the involutory submonoid M in BTn generated by the following two
Boolean matrices:

X =


1 0 . . . 0 0
0 0 . . . 0 0
...

...
. . .

...
...

0 0 . . . 0 0
0 0 . . . 0 1

 and Y =


1 1 . . . 1 0
0 0 . . . 0 1
...

...
. . .

...
...

0 0 . . . 0 1
0 0 . . . 0 1

 .
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Clearly, for each matrix (mij ) in this submonoid one has m11 = mnn = 1, whence the set
of all matrices (mij ) such that m1n = 1 forms an ideal in M. We denote this ideal by N.
A straightforward calculation shows that, besides X, Y , and the identity matrix I , only
the two matrices

XY =


1 1 . . . 1 0
0 0 . . . 0 0
...

...
. . .

...
...

0 0 . . . 0 0
0 0 . . . 0 1

 and YX =


1 0 . . . 0 0
0 0 . . . 0 1
...

...
. . .

...
...

0 0 . . . 0 1
0 0 . . . 0 1


belong to M \N. This allows one to organize the following bijection between M \N and
the set of non-zero matrices in TA1

2:

I 7→
(

1 0
0 1

)
, X 7→

(
1 0
1 0

)
, Y 7→

(
0 1
0 0

)
, XY 7→

(
0 1
0 1

)
, YX 7→

(
1 0
0 0

)
.

One easily checks that extending this bijection to M by sending all elements from N to(
0 0
0 0

)
yields an involutory semigroup homomorphism from M onto TA1

2. Thus, TA1
2 as

a homomorphic image of an involutory subsemigroup in BTn belongs to the involutory
semigroup variety generated by BTn. Corollary 2.8 implies that BTn is inherently non-
finitely based. ut

Remark 3.8. In [56] it was shown that the semigroup 〈BTn, ·〉 is inherently non-finitely
based for n ≥ 4. However, the construction used there does not imply the same for the
involutory case. Our proof of Theorem 3.14 follows a different construction suggested for
the plain semigroup case by Li and Luo [31]. Li and Luo have also verified that the semi-
group 〈BT2, ·〉 is finitely based. We do not know whether or not the involutory semigroup
BT2 is finitely based.

Other interesting involutory semigroups of Boolean matrices include the semigroup
BRn = 〈BRn, ·, T 〉 of all Boolean n × n-matrices with 1s on the main diagonal (such
matrices correspond to reflexive binary relations) and the semigroup BUn = 〈BUn, ·,

D
〉

of all Boolean upper triangular n× n-matrices with 1s on the main diagonal. (The unary
operation is the usual transpose in the former case and reflection with respect to the sec-
ondary diagonal in the latter.) Our present methods do not yet suffice to handle the finite
basis problem for these unary semigroups so we just formulate

Problem 3.3. Are the involutory semigroups BRn and BUn finitely based for n ≥ 3?

The involutory semigroups BR2 and BU2 are easily seen to be finitely based. The finite
basis problem for the plain semigroups 〈BRn, ·〉 and 〈BUn, ·〉 has been solved by the third
author [55].
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