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1. INTRODUCTION  
Documents differ not only in topic but also in style. Style is a very broad and ambiguous term used 
in arts, fashion, literary criticism, and linguistics. In case of text documents we can accept an intui-
tive understanding that style is mainly related to the form (how) whereas topic – to the content 
(what) of a document. Although some topics determine strictly the style can be used, most topics 
allow their expression in various styles. Thus, style can be considered to be orthogonal to topic in a 
certain sense and represent therefore a useful parameter in many text processing and information 
retrieval tasks. 

The main goal of our research is to develop automated procedures that enable text style recognition 
in favor of Web information retrieval. The research is related partly to the formal methods in au-
thorship attribution, i.e. individual style recognition. There are also several studies aiming theoreti-
cal and educational goals that investigate quantitative variations of textual parameters within differ-
ent text styles (e.g. different readability indices).  

The paper by Jussi Karlgren and Douglas Cutting [3] gave the initial impulse to our research. The 
paper reports on stylistic experiments based on the Brown corpus of English text samples. Three-
level genre hierarchy (from the ‘imaginative/informative’ dichotomy on the top down to 15 genres 
on the bottom) is used. A number of different features – surface cues along with e.g. part of speech 
(POS) and present participle counts – are used for classification. Discriminant function analysis is 
employed for data processing. 

Several publications on the topic have appeared recently. Genre classification based on word statis-
tics revealed from the interplay of subject-related and genre-related tagging of the training data is 
described in [5]. Incorporation of structural information of documents into a digital library naviga-
tion tool is introduced in [6]. The latter paper includes a detailed survey of different approaches in 
automatic genre and style analysis. 

This paper describes two series of stylistic experiments conducted 1999-2002 within my work to-
wards PhD and ongoing related research. In the next two sections, we introduce these experiments. 
Section 4 concludes the papers and outlines the future research suggested by the obtained results. 

2. EXPERIMENT I 

2.1. Experimental setting 
In the first series of experiments we adopted the theory of functional styles, which is well-
established and well-founded in Russian linguistics. The main idea of the functionalist approach is 
the distinction between the language (as a symbolic system) and the speech (as the very process of 
discourse generation). According to the theory, the style of a text is determined mainly by the com-
munication context. Five functional styles are usually defined, such as official style, academic style, 
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journalistic style, everyday communication style, and literary style (although some scholars con-
sider literary style, or fiction, to be a special case that is able to incorporate all other styles). More 
details on the theory of functional styles can be found in [4]. 

According to this approach, a training sample was composed carefully. The sample contained 305 
documents in Russian (50 federal laws, 54 scientific papers in natural sciences, 61 online news arti-
cles, 79 short stories by modern Russian authors, and 61 fragments of chat listings). 

We opted for linear classification functions for text categorization. This approach differs from the 
one described in [3], where discriminant functions are used. Each classification function is a linear 
combination of the classification variables (features) returning classification scores for each case for 
each group. The case is classified as belonging to the group for which it has the highest classifica-
tion score. The assumptions of the technique are weaker than those of discriminant function analysis 
(see [11] for details).  

Since most stylistic studies operate with qualitative descriptions, the selection of quantitative fea-
tures becomes a challenging task. The initial feature set was composed based on both analysis of 
previous stylistic studies and examination of the training sample. We opted for easily computable 
features only; no format-specific parameters (e.g. HTML tags) were employed. The initial set con-
sisted of approximately 30 features and was intentionally redundant. An overview of the initial fea-
tures is shown in table 1. 

The main unit of examination was a single word (i.e. no complete surface syntactic parsing was 
performed), although sub-word-level features (specific prefixes) and sentence-level features (e.g. 
sentence length, expressive punctuation marks, and genitive noun chains) were presented. Numer-
ous morphological parameters (POS and distinctive grammatical forms) were determined using the 
dictionary-based stemmer LINGUIST by Agama Company. Lists of general academic terms and 
official document names were also composed.  

Level Parameter  
Surface equals sign per sentence rate  

smiles :) ;-) per sentence rate 
average word length (in characters) 
average sentence length (in words) 
expressive punctuation mark (!, ?, …) per sentence rate 

Word formation scientific prefix (aqua-, aero-, etc.) per word ratio  
Morphology POS rates (13 in total) 

neuter noun rate 
reflexive verb rate 
acronym rate  
first person pronoun rate 
second person pronoun rate 
particle бы rate (conjunctive mood cue) 
particle ну, вот, ведь rate (everyday communication style cue) 

Lexis word from general academic term list (37 words, statistically 
selected) rate 
word from official document name list (43 words, manually com-
posed) rate 

Syntax genitive chain per sentence rate 
subordinating conjunction per sentence rate 

Table 1: Features overview 
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For each text the first 1000 words (or the whole text if shorter) plus the words until the end of the 
sentence containing the 1000th word were processed. It is clear that some of the proposed features 
could not be computed absolutely accurately in full automatic mode. For instance, grammatical 
ambiguity was not resolved. Inaccuracy was caused also by end-of-sentence and end-of-word (due 
to invisible characters and hyphens) errors. 

 
Figure 1: POS average rates across five styles  

(1 – everyday communication style, 2 – literary style, 3 – journalistic style,  
4 – academic style, 5 – official style) 

 
Figure 2: POS average rates across five styles  

(1 – everyday communication style, 2 – literary style, 3 – journalistic style,  
4 – academic style, 5 – official style) 

2.2. Morphological characteristics 
The morphological characteristics of the training sample appeared to be of interest to theoretical 
stylistics, since there are only few quantitative up-to-date comparative studies on of the functional 
styles. Moreover, our research, although not absolutely exact because of fully automatic processing, 
dealt with a reasonably large text collection. The amount of data processed was 239 696 words, the 
morphological characteristics were determined for 227 257 of them. 
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Figure 1 and figure 2 show monotonous decline of average verb, adverb, pronoun, and particle rates 
from the everyday communication style to the official style. Nouns and adjectives demonstrate an 
inverse behavior. The auxiliary POS rates are approximately the same across the styles.   

Table 2 represents a portion of correlation matrix for POS rates across the whole training sample. 
The results show that knowing for example the noun count in a text we can predict the adverb count 
with a high degree of confidence. 

Part of speech 1  2  3  4  5 6 7 
1. Noun  1,00  0,85  -0,87  -0,85  -0,88  0,77  -0,86  
2. Adjective  0,85  1,00  -0,81  -0,75  -0,85  0,67  -0,79  
3. Pronoun  -0,87  -0,81  1,00  0,70  0,79  -0,78  0,77  
4. Adverb  -0,8  -0,75  0,70  1,00  0,80  -0,69  0,76  
5. Verb  -0,88  -0,85  0,79  0,80  1,00  -0,75  0,75  
6. Participle  0,77  0,67  -0,78  -0,69  -0,75  1,00  -0,77  
7. Particle -0,86  -0,79  0,77  0,76  0,75  -0,77  1,00  

Table 2: Correlation coefficient of the most correlated POS. 

The results related to the morphological structure of the functional styles are not surprising but give 
a good overview and are based on experimental work. The morphological characteristics of the 
training sample are introduced in [1] in detail.  

2.3. Results and Evaluation 
Discriminant analysis (DA) module of the STATISTICA system [10] was employed for classifica-
tion function generation.  

After numerous optimization runs we obtained five linear classification functions based on only 7 
features. The classification functions can be presented in the form bxAs += , where 

,
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b
, x  is a fea-

ture vector (x1 – verb rate, x2 – adverb rate, x3 – average word length, x4 – average sentence length, 
x5 – scientific prefix rate, x6 – general scientific term rate, and x7 – official document name rate), 
and s  contains resulting scores (s1 – everyday communication style, s2 – literary style, s3 – journal-
istic style, s4 – academic style, and s5 – official style). As mentioned above, the case is classified as 
belonging to the group for which it has the highest classification score. The optimization does not 
decrease the computational cost significantly since the classification functions are linear and the 
most consumptive operation is the obtaining of the morphological features. The optimization serves 
the purpose of the style description clarity and ease.  

There was no free and representative Russian corpus that could be used for the evaluation at the 
moment the experiment was conducted. Besides, we wanted to test the obtained procedure within 
the proposed Web information retrieval framework. For this purpose we selected a number of fairly 
generic queries from the Yandex search engine [13] log, which could be of interest for stylistic 
categorization of search results (i.e. we rejected queries containing specific technical abbreviations, 
exact institutions’ names, etc.). Then, we downloaded the documents from the top of the result lists 
(up to 130 for each query). After that, we removed documents in Ukrainian, short documents (up to 
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500 words), and non-coherent text documents (rejection was made using verb rate). On the next 
stage we had to attribute the documents to the five functional styles. It was difficult in many cases, 
as there were numerous texts that fall poorly in the five-style system (advertising and religious 
texts, mixed-content and therefore mixed-style documents, translations of ancient authors, etc.), as 
well as intermediate style documents (popular science, scientific news, etc.). We marked the texts of 
the former type as ‘undefined style’. Tables 3 and 4 show evaluation of the stylistic categorization 
of the documents returned in response to queries ‘небесные тела’ and ‘расход воды в 
нагревательных печах’, respectively. The columns reflect the automatic categorization, whereas 
the rows – the manual assessment. 

 1 2 3 4 5 Total Recall 
1. Everyday 
Communication 

- - - - - - - 

2. Literary - 2 1 - - 3 0,67 
3. Journalistic - 2 44 8 - 54 0,81 
4. Academic - - 10 17 - 27 0,63 
5. Official - - - - 7 7 1,0 
Undefined 1 1 7 3 - 12 - 
Total 1 5 62 28 7 103  
Precision  0,0 0,2 0,71 0,61 1,0  0,74 

Table 3: Search results categorization. Query: ‘небесные тела’ (‘celestial bodies’) 

 1 2 3 Total Recall 
1. Journalistic 9 1 1 11 0,82 
2. Academic 3 7 2 12 0,58 
3. Official - - 5 5 1,0 
Undefined  1 - 1 - 
Total 12 9 8 29  
Precision  0,75 0,78 0,63  0,72 

Table 4: Search results categorization.   
Query: ‘расход воды в нагревательных печах’ (‘water consumption in heating furnaces’) 

As the tables show, both the variety of styles presented in the search engine responses and the cate-
gorization quality are query-sensitive to a certain extent. However, the average quality of stylistic 
categorization for coherent Russian texts lay in the range 0,7-0,8. 

3. EXPERIMENT II 

3.1. Experimental setting 

The goal of the second series of experiments was to develop an automated procedure for maintain-
ing Yandex Web directory [12], which is built using faceted classification (FC). A FC contains a 
number of independent classifications that allow users to see the Web resources from the different 
points of view and keep the topical taxonomy reasonably simple at the same time. The FC schema 
used in Yandex directory includes a genre facet, among others [2]. In this case, genre is a property 
of the whole website; individual documents inherit the genre label from respective site roots. 

There were 11 genres presented at the moment the research began. It is to be noticed that the genre 
set was pretty vague and ill-defined. So we limited the experimental set to four genres: scientific 
papers, official documents, fiction, and guidance (the last genre was still fairly imprecise). Since the 
selected genres were far from covering all the variety of genres, an additional rejection procedure 
had to be developed. 
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The training sample consisted of 285 documents in Russian (fiction – 77, scientific papers – 48, 
official documents – 94, guidance – 66). A set of initial features was constructed similarly to the 
previous experiment. Three parameters were based on the word lists statistically built upon official 
documents, scientific papers, and guidance subsets of the training sample. The morphological 
guesser mystem by Yandex was used for obtaining morphological features in this experiment. The 
advantage of mystem is that it works faster, and the morphological features of even unknown words 
can be resolved (see [9] for details).  

3.2. Results and Evaluation 
The same methods for building classification functions and similar optimization procedures were 
employed as in the previous experiment. Additionally, a procedure for type I and II error probability 
estimation was developed based on the Mahalanobis distance.  

The resulting classification function employed again 7 features and had the following parameters: 
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, and  

vector x  elements are as follows: x1 – average word length, x2, x3, x4  – rates of the OfficialDocu-
ment, Guidance, and Science word lists items, respectively, x5 – adverb rate, x6 – template 
‘{можно| нужно} + Infinitive’* occurrence rate, and x7 – verb rate. Vector s  elements are as fol-
lows: s1 – fiction, s2 – scientific papers, s3 – official documents, and s4 – guidance. 

A test sample was gathered from the Yandex document repository. The sample consisted of ‘long’ 
(longer than 500 words) Russian documents belonging to the sites both with and without genre la-
bels. The sample was randomly sifted and presented to 5 assessors for manual processing. A docu-
ment was assigned to a genre if the opinions of three of five assessors agreed. The final test sample 
consisted of 291 documents, 135 of them were attributed to one of four mentioned genres. In the 
first test we used the smaller subset of the “known” genres. In the second test the whole sample was 
categorized. In the third test the rejection procedure was applied. The results can be seen in table 5.  

 Test 1 Test 2 Test 3 
 P R P R P R 
Fiction 0.857 0.913 0.506 0.913 0.709 0.848 
Science 0.912 0.912 0.553 0.724 0.682 0.517 
OffDoc 0.950 0.864 0.452 0.864 0.842 0.727 
Guidance 0.750 0.727 0.267 0.727 0.423 0.333 
Other - - - - 0.633 0.705 
Total 0.859 0.436 0.649 

Table 5: Test sample classification (P – precision, R – recall) 

The majority of rejected documents could be attributed to news articles. This fact supported the 
decision to change the genre schema used in the directory. The renewed schema consists of 6 genres 
that tend to conform to the functional styles: fiction, scientific and technical documents, official 
documents, guidance, and news articles.  

                                                 
* English equivalents: ‘{should|can} + Infinitive’ (guidance genre cue). 
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 P R 
Fiction 0.788 0.565 
Science 0.447 0.500 
OffDoc 0.783 0.818 
Guidance 0.618 0.636 

Table 6: Site genre vs. document genre (P – precision, R – recall) 

Regardless of automated categorization results, the comparison of manual assessments and inheri-
tance of genre labels from site roots to documents allows for making some interesting remarks. As 
table 6 shows, relatively high precision is observed in case of fiction and official documents, 
whereas only one genre – official documents – demonstrates high recall. According to those data we 
can assume that official documents are presented on the Russian Web as compact collections for the 
most part. Fiction is accessible both in the form of collections and isolated texts. Both guidance and 
scientific papers are pretty scattered across the Russian Web. 

3. CONCLUSIONS AND ONGOING WORK 
Our experiments have shown that easily computable text features are feasible for effective stylistic 
categorization. Some obtained results could also be of interest for theoretical stylistics. However, 
the second experiment series has proven a simple truth that the statistical methods cannot help with-
out a solid conceptual basis.  

Unfortunately we failed to implement the approach into a real-word application yet. The commer-
cial Web search services believe that style, as an additional search feature, is unnecessary for the 
majority of users. We should probably turn to the more exacting realm of digital libraries as [6] 
suggests. At the moment we are going to make another attempt and research whether the style-
related parameters could improve relevance ranking.  

In the framework of the fist series of experiments we applied canonical discriminant analysis and 
the principal components method [11] to the experimental data. In case of correlated features the 
methods allow for a linear space transformation and subsequent shifting to a lower space dimension 
with minimal information loss (the fewer coordinates would explain the greater part of the overall 
variance).  

The scatterplot of the training sample in the first and second principal directions can be seen in fig-
ure 3. It shows that the first component describes fairly well the variations of features across differ-
ent styles. The lexical parameters contribute for distinction of academic and official styles (the sec-
ond component). 

This fact suggested the idea to reduce the description of styles to a single continuous parameter (a 
similar idea – understanding genres in terms of structural similarity rather than as a predefined set 
of classes – is expressed in [6]). Particularly, the linear combination of the initial features might 
serve for relevance ranking in information retrieval tasks. An additional advantage is that we do not 
need the time-consuming phase of training sample building in this kind of experiment.  

Now we are planning to conduct an experiment on the ROMIP/RIRES data [7]. This test collection 
represents a 7+ Gb subset of the narod.ru domain including 600 000+ HTML pages in Russian from 
more than 20 000 websites. An important part of the collection is 54 evaluated queries for the clas-
sical ad-hoс task.  
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Figure 3: Two-dimensional scatter plot of the learning sample 

We are going to conduct both global and local document analysis. In the former case we will obtain 
the new principal directions based on processing a reasonably large subset of the collection. Then 
‘stylistic scores’ can be computed for every document in the same way. In the latter case every 
document subset returned in response to a query will be processed separately. In other words, the 
principal directions will be resolved for each evaluated query independently. We are going also to 
investigate the interplay between traditional relevance scores and stylistic features. 

In addition, we examine the possibilities to make use of the Russian National Corpus [8] for the 
future stylistic experiments. The project was launched on April 27, 2004. The total amount of the 
collection is supposed to reach 100 million words by the end of 2005.  
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