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Abstract: Motivated by the widespread occurrence of directional crystallization in nature, laboratory
experiments and industrial facilities, we consider how a two-phase (mushy) region filled simultane-
ously with liquid and solid material influences the process and changes the solute concentration in
both the phases. A mushy layer arising as a result of constitutional supercooling in binary liquids
drastically changes all process parameters in comparison with the frequently used approximation of
a macroscopically planar phase interface. The heat and mass transfer problem with a moving mushy
region is replaced by the equivalent model with a discontinuity interface that divides the liquid
and solid phases and inherits the properties of a mushy layer. Analytical solutions that describe
both crystallization modes with a planar phase interface and discontinuity interface (representing
a mushy layer) are constructed for the steady-state and self-similar conditions. The switching time
of the crystallization model with a planar phase interface to the model with a two-phase layer is
determined. Our calculations, based on analytical solutions, show that the presence of a mushy layer
can change the solute concentration in liquid and solid phases to a few tens of percent as compared
to the planar interface model. This explains the importance of accounting for the two-phase region
when describing the crystallization of supercooled binary liquids.

Keywords: phase transformation; heat and mass transfer; two-phase layer; moving boundary problem;
binary system; constitutional supercooling

MSC: 82C26

1. Introduction

The directional crystallization of melts and solutions is often studied under the as-
sumption of a sufficiently smooth interface (crystallization front) by means of the classical
Stefan problem [1,2]. For a binary melt or solution, this problem reduces to solving the
equations of heat conduction and solute diffusion in the regions occupied by liquid and
solid phases at certain initial and boundary conditions given at the outer surfaces of these
regions and at the moving phase interface. If the exchange kinetics of molecules or atoms
between the liquid and solid phases do not limit the use of such an approach, the governing
system of equations and boundary conditions takes the form of
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∂Tl
∂t

= al∇2Tl ,
∂Cl
∂t

= Dl∇2Cl , liquid phase,

∂Ts

∂t
= as∇2Ts,

∂Cs

∂t
= Ds∇2Ts, solid phase,

Tl = Ts = T0 − mCl , Cs = kCl ,
λsn∇Ts − λln∇Tl = ρLu,
Dsn∇Cs − Dln∇Cl = (1 − k)Clu

 phase interface.

(1)

In the general case, initial and boundary conditions at the outer surfaces specifying
the phase transition process must also be added to this system. Here, T and C stand for the
temperature and solute concentration, a and D are the temperature diffusivity and solute
diffusion coefficient, t is the time, T0 is the crystallization temperature of pure melt, m and
k are the equilibrium liquidus slope and partition coefficient, λ is the thermal conductivity,
ρ is the density of solid material, L is the latent heat parameter, u is the normal velocity of
the phase interface (crystallization velocity), n is the normal vector to the phase interface
directed to the liquid material and subscripts l and s correspond to the physical values in the
liquid and solid, respectively. The first and second lines of Equation (1) describe the thermal
and concentration fields in the liquid and solid phases, respectively, whereas the third line
defines the boundary conditions at the phase interface. The first of them represents the
liquidus line equation following from the phase diagram, the second boundary condition
stands for the constant ratio of solute concentrations Cs/Cl = k at the phase interface and
the third and fourth boundary conditions are the heat and mass balances at the phase
interface. Equation (1) contains all the conditions at the phase interface necessary for the
correct formulation of the boundary value problem in liquid and solid phases and an
additional condition for the determination of unknown crystallization velocity u. If we
neglect, as is usually the case (and as is considered below), the solute diffusion in solid
material, we should omit the diffusion equation in the solid and formally put Ds = 0.

If the inequality Tl > T0 − mCl is fulfilled throughout the process at all points in the
liquid (except the interphase boundary), the aforementioned problem adequately describes the
physical process of directional crystallization. However, under certain conditions, due to solute
redistribution ahead of the moving phase interface, a region with a lower melt temperature
than the liquidus temperature appears, i.e., constitutional supercooling takes place [2,3]. In
this case, the aforementioned problem describes the crystallization process approximately
if the development of dendrites and the formation of crystal nuclei by fluctuations or on
impurities can be neglected at the phase interface [4–7]. Hence, the above conditions may be
fulfilled for high-purity melts with relatively retarded nucleation kinetics if the morphological
instability of the crystallization front leads to the development of cellular structures rather
than dendrites. This is the case for many semiconductor and some metallic melts, where the
experimentally observed supercooling can reach dozens of degrees [8].

Generally speaking, a transition two-phase (mushy) layer filled with both discrete crys-
tals and dendritic branches forms in the region of constitutional supercooling [2,9–11] (see
Figure 1). The solid phase concentration in this zone is ultimately determined by the ratio
between the characteristic times of crystallization front motion and the growth of individ-
ual dendrites and crystals. Therefore, a detailed analysis of the constitutional supercooling
region requires a simultaneous investigation of the nonlinear equations of heat conduc-
tion and impurity diffusion in a heterogeneous, topologically complex medium and kinetic
equations describing the occurrence and evolution of solid phase elements [12–16]. Sig-
nificant simplification is achieved in the limiting cases where the solid phase elements in
the two-phase region appear sufficiently rapidly, i.e., the structure of this region nearly has
thermodynamically equilibrium [17–21]. Such situations occur for real aqueous solutions,
melts of steels and, in general, for melts with foreign catalysts of crystallization where the
observed supercoolings can be quite small [22–26]. However, even in this case, it is neces-
sary to solve the very complex problems of nonlinear heat and mass transfer equations, the
analytical solution of which can only be constructed using a number of simplifying assump-
tions [19–21,27,28]. Note that the mathematical model becomes more complex when crystal-
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lization of a multicomponent system occurs (two or more mushy regions are formed [29–31])
or when intense nucleation and growth of crystals within a two-phase region take place
(non-equilibrium crystallization with a mushy region [32,33]). Also, an important case is the
crystallization of the two-phase region at the Earth’s core, where the melt convection and
pressure dependence of the phase diagram have to be taken into account [34,35].

The main concept of this paper is to construct a universal method for the analysis of
such problems, abandoning a detailed consideration of the two-phase zone structure and
replacing it by a geometric discontinuity surface, as has been performed many times in
various fields of applied physics. This technique makes sense only when the two-phase
(mushy) layer thickness is much smaller than the linear scales of the process under study.

Figure 1. Mushy layer of NaCl solution is above the eutectic (white layer at the bottom). Thermistors
with 1 cm spacing can be seen on the left [11], reproduced with permission.

2. The Effect of Constitutional Supercooling and the Model of Mushy Layer
Crystallization with a Discontinuity Interface

Let us first consider a uni-directional crystallization process with a constant velocity
u along the spatial direction y (a planar phase interface is at y = 0) neglecting the mushy
layer formation and solute diffusion in the solid phase (Figure 2a). Introducing the solute
concentration C∞ far from the phase interface (at y → ∞), let us write out the steady-state
solute distribution in the liquid following from Equation (1):

Cl = C∞

[
1 +

1 − k
k

exp
(
−uy

Dl

)]
, y > 0. (2)

(a) (b)

Figure 2. A scheme of directional crystallization with a planar front or discontinuity interface (a) and
a region of constitutional supercooling (mushy layer) (b). The solid phase solidifies with a velocity u
along the spatial axis y whose origin is at the liquid–solid interface (a) and the mushy layer–solid phase
interface (b). The mushy layer of thickness h arises as a result of constitutional supercooling (b).
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The temperature fields in the liquid and solid phases at small distances from the phase
interface can be regarded as linear functions of y, i.e.,

Tl(y) = Tpi + gly, y > 0, Ts(y) = Tpi + gsy, y < 0, (3)

where gl and gs are the fixed temperature gradients, and the phase interface temperature
Tpi is given by Tpi = T0 − mCpi = T0 − mC∞/k.

The constitutional supercooling (shaded region in Figure 2b) appears when the concen-
tration gradient multiplied by the liquidus slope exceeds the temperature gradient, i.e.,

−m
∂Cl
∂y

>
∂Tl
∂y

= gl . (4)

Combining (2) and (4), we obtain the condition of constitutional supercooling at the
phase interface y = 0:

(1 − k)mC∞u
kDl

> gl . (5)

As this takes place, the thickness y = h of the supercooled layer is defined by the
equality T0 − mCl(h) = Tl(h) (see Figure 2b), which reads as

exp
(
−uh

Dl

)
= 1 − kglh

(1 − k)mC∞
. (6)

The numerical solution of this equation determines h, which is shown in Figure 3, in
accordance with the material parameters from Table 1 for Ti-Al and Al-B melts. As can
easily be seen, the thickness h of the supercooled layer increases with the increase in the
phase interface (crystallization) velocity u and the decrease in the temperature gradient gl. In
addition, for the Al-B melt (k = 0.14), the lower crystallization velocity u leads to a higher
thickness h than for the Ti-Al melt (k = 0.86) due to higher impurity displacement by the
phase interface (−m∂Cl/∂y for the Al-B melt is higher than for the Ti-Al melt, and, therefore,
the thickness h of its supercooled region is also higher).

(a) (b)

Figure 3. Crystallization velocity u as a function of supercooled layer thickness h for Ti-Al (a) and
Al-B (b) melts (material parameters are listed in Table 1) at (a) gl = 6 × 103 K/m (solid line),
gl = 8 × 103 K/m (dashed line), gl = 104 K/m (dotted line); (b) gl = 6 × 104 K/m (solid line),
gl = 8 × 104 K/m (dashed line), gl = 103 K/m (dotted line).

Let us now consider the opposite case, where a quasi-equilibrium mushy layer arises
as a result of constitutional supercooling. In this case, the equality T(y) = T0 − mC(y) is
approximately fulfilled at any point of the mushy layer (within the interval 0 < y < h),
where T(y) and C(y) are the temperature and solute concentration in the mushy layer.
The physical meaning of this equality is clear from the scheme shown in Figure 2b. From
this scheme and the obvious requirement for continuity of the heat and mass fluxes at
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the interface y = h between the two-phase layer and the liquid phase, it follows that the
following relation should be fulfilled:

−mn(∇Cl)y=h = n(∇Tl)y=0. (7)

This condition accounts for the mushy layer and replaces the last condition in the
frontal model (1).

Table 1. Material parameters of Ti-Al and Al-B melts.

Parameter Ti-5 at.%Al
Refs. [36–38]

Al-5 at.%B
Refs. [39,40]

Diffusion coefficient, Dl , m2 s−1 5.27 × 10−9 4.4 × 10−9

Temperature diffusivity in liquid, al , m2 s−1 7.5 × 10−6 8.5 × 10−6

Temperature diffusivity in solid, as, m2 s−1 6.5 × 10−6 3.1 × 10−6

Thermal conductivity in liquid, λl , J m−1s−1 K−1 29.22 89.3

Thermal conductivity in solid, λs, J m−1s−1 K−1 39.019 185.5

Density of solid phase, ρ, kg m−3 4.002 × 103 2.6 × 103

Latent heat parameter, L, J kg−1 3.37 × 105 8.124 × 106

Partition coefficient, k 0.86 0.14

Liquidus slope, m, K at.%−1 8.78 5.3

Nominal concentration, C∞, at.% 5 5

Crystallization temperature of pure melt, T0, K 1748 933.45

Far-field temperature in liquid, Tl∞, K 2300 1350

Far-field temperature in solid, Ts∞, K 900 700

The temperature jump ∆T in the mushy layer is connected with temperatures at both
sides of this region as

∆T = Tl(h)− Ts(0), ∆T =

h∫
0

∂T
∂y

dy. (8)

In addition, the heat balance condition (the third boundary condition in model (1))
should be satisfied at y = 0.

If a mushy layer is small enough (see h in Figure 3) and the temperature jump across
this layer is insignificant (temperature gradients gl and gs are not vastly different), it is
possible to change the mushy layer by a discontinuity interface y = 0 (h → 0). An impor-
tant point is that the new boundary condition (7) at this discontinuity interface reflects
the properties of the mushy layer being replaced by it. As a result, we arrive at the
following model:

∂Tl
∂t

= al∇2Tl ,
∂Cl
∂t

= Dl∇2Cl , liquid phase,

∂Ts

∂t
= as∇2Ts,

∂Cs

∂t
= Ds∇2Ts, solid phase,

Tl = Ts = T0 − mCl , Cs = kCl ,

λsn∇Ts − λln∇Tl = ρLu,

−mn∇Cl = n∇Tl

 discontinuity interface.

(9)
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During the crystallization of a liquid with a mushy layer, the solidified material
represents a heterogeneous mixture of volumes with solute concentration kCpi, formed as
a result of the phase transition at y = 0. They are directly adjacent to the liquid phase of
the two-phase (mushy) layer with inclusions of solid phase elements that have developed
in the two-phase region. The solute concentration in them is not homogeneous and is
determined by the current value of solute concentration C(y) in the mushy layer during
their growth time. The topological features of this mixture are determined primarily by the
mushy layer structure. Hence, the mushy layer crystallization process is fundamentally
different from the frontal process when the solid material is microscopically homogeneous.

If we neglect diffusion in the solid phase and do not set the task in describing its
detailed structure, then the concentration distribution in a mushy region becomes unnec-
essary. In this case, model (9) contains all the boundary conditions on the discontinuity
interface required for the correct statement of the heat transfer problem in liquid and solid
phases and the mass of dissolved impurity in the liquid phase, and also for finding the
crystallization velocity u.

Let us consider below the steady-state and self-similar crystallization processes as
examples illustrating the influence of the mushy layer on directional solidification. As
this takes place, we consider the following simplifications of the solidification process
throughout the paper: (i) local equilibrium conditions of directional crystallization when
the impurity diffusion is described by a parabolic equation; (ii) a binary mixture when there
are the main solidifying component and an impurity dissolved therein; (iii) crystallization
with constant and self-similar (inversely proportional to the square root of time) velocities;
(iv) no nucleation and bulk crystal growth in the two-phase region; (v) no convection in the
liquid and two-phase regions.

3. Steady-State Crystallization

For simplicity of the analysis, let us consider the stationary crystallization mode with
a planar discontinuity interface mimicking a mushy layer taking into account the fact that
the temperature diffusivity coefficients in both the phases are several orders of magnitude
greater than the diffusion coefficient in the liquid. This means that the relaxation time of the
temperature field is much less than the relaxation time of concentration field, and, hence,
the thermal conductivity equations can be approximated as stationary. In other words, here,
we consider a rather slow process of directional crystallization with constant velocity u in
the field of fixed temperature gradients. Neglecting the solid phase diffusion, we arrive at
the following model in the moving reference frame:

Tl(y) = T0 − mCpi + gly, y > 0,

Ts(y) = T0 − mCpi + gsy, y < 0,

u =
λsgs − λl gl

ρL
,

∂Cl
∂τ

− u
∂Cl
∂y

= Dl
∂2Cl
∂y2 , y > 0,

Cl → C∞, τ = 0 and y → ∞,

−Dl
∂Cl
∂y

= (1 − k)Clu, y = 0, before CS,

−m
∂Cl
∂y

= gl , y = 0, after CS,

(10)

where τ = t is time in the moving reference frame. Note that the last lines of (10) represent
the boundary conditions for the solute concentration at the discontinuity interface y = 0. As
this takes place, the first of them is valid at the initial process stages before the initiation of
constitutional supercooling (CS) when the liquid–solid phase interface is planar. The second
condition should be used immediately after the CS appearance when the liquid–solid phase
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boundary is replaced by a discontinuity interface. Note that this model of directional solidifi-
cation describes the Czochralski method of crystal pulling from the melt and experiments on
the steady-state crystallization of binary mixtures (see, among others, [11,41–44]).

Let us first consider the first problem where crystallization occurs with a planar phase
interface. Applying the integral Laplace transform to the corresponding concentration
problem in (10), we obtain

sC∗
l − C∞ − u

dC∗
l

dy
= Dl

d2C∗
l

dy2 , y > 0,

−Dl
dC∗

l
dy

= (1 − k)C∗
l u, y = 0, C∗

l → C∞

s
, y → ∞.

(11)

Here, s represents the Laplace transform parameter, and the subscript ∗ designates the
Laplace transform space.

The solution to the problem (11) reads as

C∗
l (y) =

C∞

s
+

2(1 − k)C∞

s

(√
1 +

4Dls
u2 + 2k − 1

)

× exp

[
− u

2Dl

(√
1 +

4Dls
u2 + 1

)
y

]
.

(12)

To find the inverse Laplace transform of expression (12), we use the following tabulated
transform [45]:

exp
(
−
√

α(s + γ)
)

s(β +
√

s + γ)
→

exp
(
−√

αγ
)

2(β +
√

γ)
erfc

(√
α

4τ
−√

γτ

)

+
exp

(√
αγ
)

2(β −√
γ)

erfc
(√

α

4τ
+
√

γτ

)

−
β exp

(
β
√

α + β2τ − γτ
)

β2 − γ
erfc

(√
α

4τ
+ β

√
τ

)
with

α =
y2

Dl
, β =

(2k − 1)u
2
√

Dl
, γ =

u2

4Dl
.

Also, taking 1/s → 1 into account, we obtain from (12) the solute concentration in real space:

Cl(y, τ) = C∞

[
1 +

1 − k
2k

N1(y, τ) exp
(
−uy

Dl

)
− N2(y, τ)

2

+
(2k − 1)N3(y, τ)

2k
exp

(
(k − 1)uy

Dl
+

k(k − 1)u2τ

Dl

)]
,

(13)

where

N1(y, τ) = erfc
(

y
2
√

Dlτ
− u

2

√
τ

Dl

)
,

N2(y, τ) = erfc
(

y
2
√

Dlτ
+

u
2

√
τ

Dl

)
,

N3(y, τ) = erfc
(

y
2
√

Dlτ
+ (2k − 1)

u
2

√
τ

Dl

)
.
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The distribution of solute concentration (13) in liquid takes place either (i) when no
constitutional supercooling occurs at all and the crystallization process happens with a
planar phase interface at all times or (ii) until the time of occurrence of constitutional
supercooling (mushy layer) as long as the crystallization process happens with a planar
phase interface.

Note that the nonstationary solute concentration given by expression (13) tends to-
wards its steady-state profile (2) as τ → ∞. This can be easily shown by expanding (12) at
s → 0. This gives

C∗
l (y) = C∞

[
1
s
+

(1 − k)
ks

exp
(
−uy

Dl

)]
. (14)

The inverse Laplace transform of Equation (14) easily leads to the steady-state profile (2).
Now, substituting (13) into (4), we come to the following condition of constitutional

supercooling incipience:

Φ(τ) ≡ erfc
(
−u

2

√
τ

Dl

)
+ (2k − 1) exp

(
k(k − 1)u2τ

Dl

)
×erfc

(
(2k − 1)

u
2

√
τ

Dl

)
− 2kDl gl

(1 − k)mC∞u
> 0.

(15)

The time τ∗ of constitutional supercooling (mushy layer) incipience can be found from
the equality Φ(τ∗) = 0. If condition (15) is satisfied, the constitutional supercooling appears
ahead of the planar phase interface, and the crystallization process is described by means
of the model with discontinuity surface y = 0. In this case, the boundary condition at y = 0
should be changed (see the last line of model (10)). In the Laplace transform space, the
boundary value problem looks like

sC∗
l − C∞ − u

dC∗
l

dy
= Dl

d2C∗
l

dy2 , y > 0,

−m
dC∗

l
dy

=
gl
s

, y = 0; C∗
l → C∞

s
, y → ∞.

(16)

Its solution reads as

C∗
l (y) =

C∞

s
+

2Dl glC∞

mC∞us

(√
1 +

4Dls
u2 + 1

)

× exp

[
− u

2Dl

(√
1 +

4Dls
u2 + 1

)
y

]
.

(17)

Using the following tabulated Laplace transform [45],

exp
(
−
√

α(s + γ)
)

β +
√

s + γ
→ exp(−γτ)

[
1√
πτ

exp
(
− α

4τ

)

−β exp
(

β
√

α + β2τ
)

erfc
(√

α

4τ
+ β

√
τ

)]
with β = u/(2

√
Dl) and the same values of α and γ, we obtain

Cl(y, τ) = C∞

1 +
√

Dl gl
mC∞

exp
(
− uy

2Dl

) τ∫
0

F(y, τ1)dτ1

, (18)
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F(y, τ) =
1√
πτ

exp
(
−u2τ

4Dl
− y2

4Dlτ

)
− u

2
√

Dl
exp

(
uy

2Dl

)
erfc

(
y

2
√

Dlτ
+

u
2

√
τ

Dl

)
.

This concentration distribution takes place ahead of the discontinuity interface at τ > τ∗.
Figure 4 shows that the solute concentration distributions (13) (planar phase interface)

and (18) (discontinuity interface representing the mushy layer) in liquid are very different.
We demonstrate this discrepancy by the dotted and solid lines at the phase interface
y = 0. The solute concentration found within the framework of mushy layer formation
(discontinuity interface) can be essentially lower than the concentration corresponding to
the planar phase interface (compare the dotted and solid lines). As this takes place, the
difference between these solute concentrations increases with increasing crystallization
velocity u. In addition, as the partition coefficient k decreases (Figure 4b), the difference in
the solute distributions becomes larger and can reach several times the size when taking
the mushy layer formation into consideration.

Generally speaking, three scenarios of directional crystallization can occur. (i) The con-
stitutional supercooling condition (4) is not satisfied at all times, and the system crystallizes
with a planar interface. (ii) Constitutional supercooling condition (4) is satisfied at a certain
time τ = τ∗ so the binary liquid crystallizes with a planar interface at τ < τ∗ and a mushy
layer (discontinuity interface) at τ ≥ τ∗. (iii) Constitutional supercooling condition (4) is
always satisfied at τ ≥ 0, and the system crystallizes with a mushy layer (discontinuity
interface) at all times. The last crystallization scenario corresponds to curves (2) and (3) in
Figure 4a. The rest curves illustrated in Figure 4a,b correspond to case (ii).

(a) (b)

Figure 4. Relative solute concentration at the phase interface as a function of time for Ti-Al (a) and
Al-B (b) melts (material parameters are listed in Table 1). Dotted and solid lines are plotted accord-
ingly to distributions (13) in the case of planar phase interface and (18) in the case of discontinuity
interface (mushy layer), respectively. Numbers at the curves correspond to various crystallization
velocities: (a) u = 5 × 10−6 m/s (1), u = 10−5 m/s (2), u = 5 × 10−5 m/s (3) and gl = 6 × 103 K/m;
(b) u = 4 × 10−6 m/s (1), u = 6 × 10−6 m/s (2), u = 8 × 10−6 m/s (3) and gl = 8 × 104 K/m. Consti-
tutional supercooling appears ahead of the phase interface at (a) τ∗ = 8 s (1) and (b) τ∗ = 241 s (1),
τ∗ = 31 s (2), τ∗ = 6.2 s (3). Crystallization occurs immediately with a mushy layer at τ ≥ 0 in
panel (a) for curves (2) and (3).

Let us find the asymptotic concentration distribution at τ → ∞ when dealing with the
mushy layer crystallization scenario. To easily perform this, we rewrite (17) at s → 0 in the
form of

C∗
l (y) = C∞

[
1
s
+

Dl gl
mC∞us

exp
(
−uy

Dl

)]
. (19)
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Applying the inverse Laplace transform to Equation (19), we have

Cl = C∞

[
1 +

Dl gl
mC∞u

exp
(
−uy

Dl

)]
, y > 0, τ → ∞. (20)

Comparing (2) and (20), we see that these distributions are similar, with various pre-
exponential factors. In other words, the growth rate dCl/dy of the solute concentration
at y = 0 in the case of the planar phase interface (expression (2)) is −(1 − k)C∞u/(kDl),
whereas this rate for the discontinuity surface (expression (20)) equals −gl/m. Obviously,
this difference is due to the replacement of the actual mushy layer with a discontinuity
interface with a boundary condition that takes into account the growth of solid phase
elements and redistribution of solute concentration due to the appearance of constitu-
tional supercooling.

4. Self-Similar Crystallization

Let us now consider a self-similar crystallization mode where the liquid and solid
phases occupy the domains Σ(τ) < x < ∞ and −∞ < x < Σ(τ), respectively. The planar
phase interface (before the time τ∗ of constitutional supercooling incipience) is between
the liquid and solid phases at x = Σ(τ), playing the role of crystallization front. When
the constitutional supercooling arises at τ∗, the liquid and solid phases are divided by a
discontinuity interface x = Σ(τ) playing the role of mushy layer. The mathematical models
describing these cases are very similar. The difference between them is only one boundary
condition at x = Σ(τ). Namely, we have model (1) when considering the planar phase
interface (at τ < τ∗) and model (9) when considering the discontinuity interface (at τ > τ∗).
As before, we neglect diffusion in the solid material. Introducing the self-similar variables
and dimensional parameters,

z =
x

2
√

Dlτ
, Σ(τ) = 2δ

√
Dlτ, ϵl =

Dl
al

,

ϵs =
Dl
as

, Λ =
λs

λl
, P =

ρLDl
λlT0

,
(21)

we arrive at the following heat and mass transfer problem:

d2Tl
dz2 = −2ϵlz

dTl
dz

,
d2Cl
dz2 = −2z

dCl
dz

, z > δ,

d2Ts

dz2 = −2ϵsz
dTs

dz
, z < δ,

Tl = Ts = T0 − mCl , Λ
dTs

dz
− dTl

dz
= 2PT0δ, z = δ,

Tl → Tl∞, Cl → C∞, z → ∞; Ts → Ts∞, z → −∞,

−dCl
dz

= 2(1 − k)Clδ, z = δ, before CS,

−m
dCl
dz

=
dTl
dz

, z = δ, after CS.

(22)

Here, the self-similar variable z takes spatial and time variables x and τ into account,
the phase interface Σ(τ) is moving in a self-similar manner as a square root function of time
τ and δ is the phase interface coordinate in self-similar variables (this parameter is a part of
the solution to problem (22)). Note that this model of directional solidification describes the
self-similar crystallization conditions establishing at large times (see, among others, [19,30,46]).
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The solution to this problem reads as

Tl(z) = Tl∞ + Alerfc(
√

ϵlz), Cl(z) = C∞ + Cerfc(z), z > δ,

Ts(z) = Ts∞ + Aserfc(−
√

ϵsz), z < δ,

Al(δ) =

√
πPT0δerfc(−√

ϵsδ)− Λ
√

ϵs exp
(
−ϵsδ2)(Tl∞ − Ts∞)

√
ϵl exp(−ϵlδ2)erfc(−√

ϵsδ) + Λ
√

ϵs exp(−ϵsδ2)erfc
(√

ϵlδ
) ,

As(δ) =
Tl∞ − Ts∞ + Al(δ)erfc

(√
ϵlδ
)

erfc(−√
ϵsδ)

,

C(δ) =
T0 − Tl∞ − mC∞ − Al(δ)erfc

(√
ϵlδ
)

m erfc(δ)
.

(23)

Here, parameter δ for the planar phase interface and discontinuity interface growth
modes is defined as a root of transcendental equations

C(δ) exp
(
−δ2

)
−
√

π(1 − k)δ[C∞ + C(δ)erfc(δ)] = 0,

planar phase interface before CS,

Al(δ)
√

ϵl exp
(
−ϵlδ

2
)
+ mC(δ) exp

(
−δ2

)
= 0,

discontinuity interface after CS.

(24)

Figure 5 illustrates the solute concentration and temperature in the liquid and solid
phases for both cases under consideration (solid lines demonstrate the solute concentration
for a planar phase interface, while dotted lines show the concentration for the discontinuity
interface mimicking a mushy layer). First of all, we can see that the liquid–solid interface
moves faster in the case of mushy layer formation (compare the vertical green and red
dashed lines). As this takes place, the solute concentrations in the liquid and solid phases
become lower, while the temperatures in these phases become higher. Note that the
difference between the concentration distributions increases as the heat removal into the
solid phase increases (as the temperature Ts∞ decreases). In addition, the presence of the
mushy layer causes redistribution of impurity in the solid material due to mass transfer
processes. Namely, the impurity displacement by the solid phase into interdendritic
interstices and merging of branching dendrite-like structures can lead to the formation
of impurity-rich liquid phase regions in the mushy layer and modify the structure and
properties of a crystallized material.

(a) (b)

Figure 5. Solute concentrations in liquid (Cl) and solid (Cs = kCl) phases (scale of values on the
left) and temperatures in liquid (Tl) and solid (Ts) phases (scale of values on the right) as functions
of spatial coordinate x for Ti-Al (a) and Al-B (b) melts at τ = 600 s (material parameters are listed
in Table 1). The solid and dotted lines show the solute concentration for a planar phase interface
(δ = 7.738 (a) and δ = 0.802 (b)) and discontinuity interface (δ = 7.933 (a) and δ = 2.109 (b)),
respectively. The dashed and dash-dotted lines designate the temperature profiles for the planar
phase interface and discontinuity interface, respectively. Vertical lines illustrate the planar phase
interface (Σ = 0.02752 m (a) and Σ = 0.00261 m (b)) and a discontinuity interface (Σ = 0.02821 m
(a) and Σ = 0.00685 m (b)).
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Since accounting for all real heat and mass transfer processes leads to a strongly
nonlinear, hardly analyzable model with a mushy layer, the simpler mathematical model
with a discontinuity interface (reflecting the mushy layer) considered above provides a
basis for theoretical description which can be fruitfully used for solving a number of specific
problems. Let us especially highlight that the replacement of the real two-phase layer by
a discontinuity interface allows all available research methods for analyzing the moving
boundary problems (problems with a sharp crystallization front) to be applied to describe
the phase transformation processes with a mushy layer. So, for example, the technique of
morphological/dynamic stability analysis is used when selecting a stable growth regime
and studying the formation of cellular and banded impurity structures arising due to the
formation of stable and auto-oscillatory crystallization modes [47–49]. The technique of
stochastic sensitivity analysis can be used to study the influence of atmospheric temperature
and fluid velocity fluctuations [50,51]. The phase-field and enthalpy-based methods enable
the analysis of various material properties and dynamic characteristics of crystallization
phenomena with a sharp liquid–solid interface [52–55].

5. Conclusions

In summary, the influence of a two-phase (mushy) layer consisting of a mixture of
solid and liquid phases on the directional crystallization process is considered. Such a layer
arises due to the effect of constitutional supercooling appearing ahead of the liquid–solid
phase interface as a result of impurity displacement by the growing solid material. A thin
mushy layer is replaced by the discontinuity interface between liquid and solid phases
that takes the temperature and solute concentration jumps into account. We analytically
compare two mathematical models with a planar phase interface and discontinuity interface
(mushy layer) and show that both of them have significant differences when a binary melt
solidifies in the steady-state and self-similar manners. The main conclusion is that the
solute distributions in liquid and solid phases may vary by several times when comparing a
mushy layer and planar phase interface. Also, the temperature distributions, crystallization
velocity and phase interface coordinate are very different in these two cases. This shows
the necessity of taking into account the origin and development of a mushy layer in
directional crystallization processes. Indeed, dendrite-like structures and the nucleation
and enlargement of crystals, as well as redistribution of dissolved impurity, can occur
simultaneously in such a layer. This, in turn, results in changes of the microstructure and
properties of solid materials, velocity and time of the crystallization process.
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Abbreviations

Latin symbols
a Temperature diffusivity, m2 s−1

C Solute concentration, at.%
C∞ Solute concentration in liquid at infinity, at.%
D Diffusion coefficient, m2 s−1

g Temperature gradient, K m−1

h Thickness of the supercooled layer, m
k Equilibrium partition coefficient, -
L Latent heat parameter, J kg−1

m Equilibrium liquidus slope, K at.%−1

n Normal vector to the phase interface, -
t Time, s
T Temperature, K
T0 Crystallization temperature of pure melt, K
Tl∞ Far-field temperature in liquid, K
Ts∞ Far-field temperature in solid, K
u Crystallization velocity, m s−1

x Spatial coordinate, m
y Spatial coordinate, m
z Self-similar variable, -

Greek symbols
δ Phase interface coordinate in self-similar variables, -
λ Thermal conductivity, J s−1 K−1 m−1

ρ Density of solid phase, kg m−3

τ Time, s
Σ Liquid–solid phase interface coordinate, m

Abbreviations
l Liquid phase
s Solid phase
pi Phase interface
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