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Abstract: Contemporary digital platforms provide a large number of web services for learning and
professional growth. In most cases, educational web services only control access when connecting to
resources and platforms. However, for educational and similar resources (internet surveys, online
research), which are characterized by interactive interaction with the platform, it is important to
assess user engagement in the learning process. A fairly large body of research is devoted to assessing
learner engagement based on automatic, semi-automatic, and manual methods. Those methods
include self-observation, observation checklists, engagement tracing based on learner reaction time
and accuracy, computer vision methods (analysis of facial expressions, gestures, and postures, eye
movements), methods for analyzing body sensor data, etc. Computer vision and body sensor methods
for assessing engagement give a more complete objective picture of the learner’s state for further
analysis in comparison with the methods of engagement tracing based on learner’s reaction time,
however, they require the presence of appropriate sensors, which may often not be applicable in
a particular context. Sensory observation is explicit to the learner and is an additional stressor,
such as knowing the learner is being captured by the webcam while solving a problem. Thus,
the further development of the hidden engagement assessment methods is relevant, while new
computationally efficient techniques of converting the initial signal about the learner’s reaction time
to assess engagement can be applied. On the basis of the hypothesis about the randomness of the
dynamics of the time series, the largest Lyapunov exponent can be calculated for the time series
formed from the reaction time of learners during prolonged work with web interfaces to assess the
learner’s engagement. A feature of the proposed engagement assessment method is the relatively
high computational efficiency, absence of high traffic loads in comparison with computer vision as
well as secrecy from the learner coupled with no processing of learner’s personal or physical data
except the reaction time to questions displayed on the screen. The results of experimental studies on
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1. Introduction

The development of web technologies and the availability of the Internet has changed
many educational processes [1,2], which was especially evident during the COVID-19
epidemic [3]. The widespread adoption of new pedagogical tools has revealed both the
advantages and limitations of online educational technologies. For pedagogical and psycho-
logical research, web technologies have created the conditions for collecting large amounts
of evidence-based data, allowing us to move away from small samples in traditional re-
search. Large data obtained in the practice of online learning and online testing [4] allow
getting away from low statistical power, to achieve more reliable results [5] due to a signifi-
cant expansion of the sample. In addition, large, accumulated data sets are the basis for
the application of machine learning mechanisms and other approaches that use artificial
intelligence in solving the problems of data processing of pedagogical and psychological
research [6-9]. However, the widespread practice of remote educational technologies has
also revealed disadvantages, so it became clear that in digital educational platforms, a sig-
nificant place in the learning process should be given to interactive user interaction (waiting
for user response, reading certain texts, tests, and surveys). To analyze the involvement,
special technologies, mathematical methods, and algorithms need to be developed.

The characteristic of user (learner) involvement in the interactive educational process
can be the time between the stimulus, the necessary action (to read a text, solve a problem,
give an answer to a question), and pressing the keyboard or mouse on the web interface
element, that is, the reaction time in interactive interaction. Given the opportunities
provided by educational learning and web technologies, one can record and store reaction
time as the time between the task and the result performed and recorded by the user in the
web interface (entering the answer, mouse action or pressing the “Ok,” “Next” button on
the web interface, etc.). That is, the reaction time of the user, this is the time, depending
on the task, which is required to assimilate the material, read the text of the task or test, or
other required action of the educational system.

Obtaining data on reaction time will allow forming a system of control over the
involvement in the educational process. Lack of involvement in the interactive process
can be considered an unnatural type of reactions of two types: Bots and clickers. Bots are
software script (robot) that interacts with the digital platform in some random or regular
way through the web interface by means of software code. Clickers are users (a pattern
of user behavior) who are not involved in the interactive process of interaction with the
platform, who simply click (tap) on elements of the web interface, formally going further,
e.g., on training topics, but not actually stopping at the screen. The problem of engagement
tracing is also important in web surveys and online psychological research because people
and clicker-bots can greatly distort the results of the survey, influencing the essence of the
conclusions and decisions based on unreliable data.

Currently, there are methods for detecting clickers when filtering psychological survey
data based on machine learning. However, these methods cannot be applied online [10] but
only in data processing [11]. In addition, machine learning methods require a significant
amount of computational resources and for the big data that modern educational online
systems collect, it becomes very resource-intensive. The approach needs to be accurate,
reproducible, not computationally demanding, and capable of identifying clickers from
incomplete data. Identifying bots and clickers will improve data quality, which will have a
positive impact on the validity of research results.

Among the various methods for identifying clickers, a method based on the analysis
of user reaction time anomalies seems to be one of the most promising [12-14]. Educational
digital systems that store user session data generate large amounts of data. Such systems
can store not only the time of responses to tests and any reaction to what is happening
interactively (press a button, select an item with the mouse, swipe a page), but also the
time it takes the user to perform an action or solve a task [15]. Thus, the initial data for
the analysis of user engagement can be the reaction time of the user on each element of
interactive interaction (web interface) from the time of providing him with information
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on the screen to perform the required action. With a long interactive interaction, a series
of reactions can form a time series, which can be investigated by the methods of dynamic
systems theory. “Real” users involved in the interactive process, although they have
personal reactions [14,16] but with prolonged interaction in an educational system (for
2-3 h) have delays in responses caused by external causes (for example, dropped pen,
student was distracted by external noise or irritant, went to drink water, etc.). Single,
irregular delays in reaction time during interactive interaction with the digital environment
cannot be programmed, they are part of the individual’s existence in his/her environment.

Thus, in the proposed circumstances, to control the involvement in the interactive
meaningful interaction with the educational platform, they need computational non
resource-intensive tools, which will allow them to know whether the user is a person
just flipping through questions and screens or a bot or has thought through all the ques-
tions and tasks offered by the educational environment.

The article is further organized as follows. Section 2 describes the background of the
study, Section 3 is about research methods, Section 4 presents the materials and input data,
Section 5 the main results, and Section 6 the conclusion.

2. Background

Many studies show that learner engagement tracing in educational activities [17] is
the strongest predictor of competence and personal development of a learner [18-20]. Thus,
the assessment of learners’ involvement in online educational activities is an important tool
to assess both the results of a particular learner and the effectiveness of online educational
programs as a whole. Many components can be identified that influence learner engage-
ment both in and out of the classroom [21-23]. However, the implementation of online
learning requires specialized methods for assessing engagement in an online environment.
There are works that quantify the impact of taking online courses by university students
on the overall results of educational activities [24]. Quite a large stratum of research is
devoted to assessing student engagement in a particular online course based on automatic,
semi-automatic, and manual methods. According to [25], manual methods are divided into
self-observation and observation checklist, engagement tracing refers to semi-automatic
methods, and automatic methods include computer vision methods (analysis of facial
expressions, gestures and postures, eye movements), sensor data analysis methods, log-file
analysis methods.

Self-observation methods attract many researchers by their simplicity, but the validity
of self-observation depends on many factors beyond the control of researchers—the honesty
of learners, the willingness to participate in the observation of their emotions, the correct-
ness of emotion perception, etc. [26]. Observation checklists are also a popular method
where the questionnaire is completed by outside observers rather than the learners them-
selves. Among the many limitations of this method, there is an ambiguous correspondence
between the observed behavior of the learner (“sits quietly”) and the cognitive processes
associated with the assimilation or non-assimilation of the material being studied [27].

The semi-automatic category of methods includes methods that require implicit par-
ticipation of the learner in the process of engagement assessment, such as engagement
tracing, which uses the time and accuracy of learners’ responses [28]. The engagement
tracing method is actively used in intelligent learning systems, but is not yet so common in
online learning with a teacher [29].

Automatic engagement assessment methods extract characteristics from a variety
of data captured by computer vision sensors [30] (eye movements, facial expressions,
gestures, postures), physiological and neurological sensors [31] (HR, EEG, blood pressure,
skin-galvanic response).

Undoubtedly, automatic methods for assessing involvement provide a more complete
objective picture of the student’s state for further analysis in comparison with the method
of tracking involvement. However, they require the presence of appropriate sensors, which
may often not be applicable in a particular context. Sensory observation is explicit to the
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learner and is an additional stressor, such as knowing the learner is being captured by
the webcam while solving a problem. Thus, the development of hidden (semi-automatic)
methods is relevant, while new computationally efficient methods of converting the initial
signal about the student’s reaction time to assess involvement can be applied.

3. Research Methods

Dynamic systems are defined as a mathematical model of the evolution of a real
(physical, biological, economic, etc.) system, the state of which at any time is uniquely
determined by its initial state. Initially, the theory of dynamical systems studied the solution
of a system of ordinary differential equations, considering the solution as a change in time
and in phase space. The phase space includes the phase coordinates (variables) of the
system of differential equations, as well as the derivatives of these coordinates. It should
be noted that among the phase coordinates, there is no time variable. Each moment of
time corresponds to the value of the phase variables, resulting in a curve (the locus of
points) in the state space. Therefore, for systems with one phase variable or one observable
process, for example, phase trajectories in two-dimensional space can be considered, the
coordinates of which are the variable itself and its derivative. For a given differential
equation, a particular solution under given conditions, called the solution of the Cauchy
problem, can be analytically, more often numerically, constructed. It is an equation defined
by a particular solution of the original system. By numerically or analytically differentiating
the solution, we obtain the form of the phase trajectory. The type of this trajectory is given
considerable attention in the theory of dynamical systems, the geometric properties of this
curve determine the understanding and description of the properties of the system. For
oscillatory systems, phase trajectories are closed trajectories. For stable systems, phase
trajectories converge to an equilibrium point.

The state of equilibrium of a dynamical system corresponds to a degenerate trajectory—
a point in the phase space, to a periodic motion—a closed curve, to a quasi-periodic motion.
The stationary regime (steady motion) of a dissipative system corresponds to an attractor—
a set of trajectories that attract all close trajectories to themselves. The steady periodic
oscillations correspond to the limit cycle—a closed trajectory isolated in the phase space.
There is a separate class of dynamical systems whose phase trajectories are unstable.
Chaotic self-oscillations correspond to a strange attractor—an attracting set consisting of
unstable trajectories.

According to the nature of the equations and research methods, dynamic systems
are divided into finite-dimensional systems with a finite-dimensional phase space and
infinite-dimensional distributed systems. Finite-dimensional dynamical systems can be
divided into conservative and dissipative, which corresponds to the different physical
nature of real systems. Conservative: For dissipative systems, the phase volume is not
preserved, in their phase space, there is a limited area (the ball of dissipation) into which a
point forever falls on any trajectory.

For modern data processing, not only theories of mathematical statistics widely used
in psychometrics, but also dynamic models are used. Statistical methods are based on
a statistical (probabilistic) representation of the observed process. That is, it is based on
the concept of a random variable, the measurements of which obey some hypothetical
distribution law. The distribution of a random variable is tested as a statistical hypothesis
based on an empirically constructed histogram. As a result, the statistical approach allows,
for the purposes of forecasting, to determine the most probable value of a random variable
and the spread of possible values. Thanks to knowledge based on statistical observations,
distributions allow scaling of the values of measured indicators. Dynamic models describe
the next value based on the current value and the equation of evolution—the equation
of dynamics. Of course, the problem of constructing equations from observed data, the
so-called inverse problem of dynamics, is an ill-posed mathematical problem since there
is an infinite number of equations whose solution has the same form. There are a large
number of methods for reconstructing equations from the type of observed processes,
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but for systems with chaotic dynamics, it is sufficient to obtain numerical estimates of
the characteristics. Chaotic systems are dissipative, having fallen into the region of a
strange attractor, the system remains on its trajectories, although unstable, but included in
a certain region of the phase space. Returning to the difference between the approaches
of statistical random variable and dynamic systems, let us consider their application in
psychometrics. Considering a battery of tests for a specific group of respondents, with
a statistical approach, each answer to a task is a random variable. One answer does not
depend on the previous one. The hit of the answer is in some areas of the constructed
histogram. In this case, of course, all static hypotheses are verified by computationally
reliable methods that correspond to the sample power and the required rules. If we consider
as a parameter not the answer, but the time spent to obtain the correct answer, then nothing
will change significantly in the analysis of the data. We will evaluate the response time,
getting it into the appropriate scale built on the distribution of a random variable. In a
dynamic approach, we evaluate the next value (response) based on the previous response.
This makes it possible to take into account the degree of fatigue, which is essential for
large test batteries. We can, considering the dynamics as a random process and testing the
hypothesis of stationarity, build the average response time to the battery, spread, etc., based
on the theory of random processes and identification methods, and most likely, the results
will be the same for the averages. However, based on dynamic models, personal response
trajectories can be taken into account. These responses will be significantly different for
bot patterns and clicker patterns. For dynamic models of passing a battery of tests within
two hours, distractions will be characteristic. If this is a student, then in two hours, he will
certainly be distracted, and he can be distracted for a significant time. For static processing,
these values will be filtered out as outliers. However, for a dynamic model, this is important
information that a living person cannot be in maximum concentration for two hours of
passing tests. Moreover, each person will be distracted at different times. Someone will get
tired at the fortieth minute, someone later, but this is inevitable. It is also important to note
one more fact—for modeling bots, one can generate a random value of a given distribution.
Although it will be based on pseudo-random numbers, for large data, such a generator
is difficult to catch in real time. The generation of a chaotic signal is a complex task that
requires significant computational costs. Such a generator can be calculated in real time
during the response to a long battery of tests.

Long-term interaction with the learning environment is similar in terms of dynamics
to response to an online battery of tests. More or less attention is required to ongoing
events in the learning environment, the user can scroll back some materials or pause. These
delays will be patterns of the human behavior of the student involved not just statistically
significant responses and reactions. That is why a hypothesis is made about the prospects
of using dynamic models for an impersonal operational analysis of involvement.

There are a large number of characteristics of chaotic dynamics. Some of them can
be estimated on the basis of a time series, without building complete adequate models of
dynamic systems. These characteristics include the senior Lyapunov exponent, a significant
advantage of estimating the Lyapunov exponent is its signature (sign) and not the actual
value, although the senior exponent can be calculated on the basis of experimental data.

The Lyapunov exponents are defined as follows. Let there be a system given by
an ordinary differential equation. Consider the perturbations that can be given to the
trajectory of this system. If their amplitude all the time remains infinitely small with
respect to the initial phase space, then such perturbations are called infinitesimal and are
described by a linear equation. Such perturbations are also called trajectory variations.
Infinitesimal vectors are tangents to the trajectories of the original system. All possible
tangent vectors form a space, which is called tangential or tangent, and has a dimension
equal to the dimension of the phase space. Depending on the direction of application of the
perturbation and the properties of the system, the infinitesimal vector increases or decays,
and due to the linearity of the equation, this occurs on average according to an exponential
law. As the multiplicative ergodic Oseledets theorem says, there exists a set of numbers
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A > Ag > ... > A, the number of which is equal to the dimension of the tangent space,
such that, for any initial perturbation, there is an exponent that takes values from the set
A; depending on the choice of the tangent vector. The numbers A; are called Lyapunov
exponents. It also follows from the multiplicative ergodic theorem that the sum of the
first k Lyapunov exponents is the average exponential compression or expansion of the
k-dimensional phase volume. The leading Lyapunov exponent is calculated as follows. It
is necessary to solve jointly linearized equations over a sufficiently long period of time,
periodically performing renormalizations and accumulating the logarithms of the norms,
and then averaging the accumulated values over the calculation time. For several indicators,
there are a large number of algorithms.

4. Materials and Experiment

Formally, the problem can be formulated as follows. Let there be a series derived from
user reactions during a long-term interactive session with an educational web-service, we
need to determine the users involved in the educational process. We will monitor on the
basis of identifying two types of behavior patterns not involved in the interactive process:
(1) Clickers—very fast reaction (e.g., the time is much less than it takes to read a text, solve
a problem, etc.), (2) bots—reaction time is regular, regardless of the complexity of the task
(perhaps, subject to some law of distribution of a random value), under the assumption
that the time series of reactions of real people during the interactive session is chaotic.

The initial data for the experiments were the results of mass testing of schoolchildren
and students using a digital platform for psychological research [6]. Students were asked
to complete a battery of tests including questions, cognitive tests, and tasks. Figure 1 shows
examples of web pages with user tasks. The platform used a web interface that users
opened on any of their devices with Internet access. Not only the results of the answers
were saved, but also the reaction times of the users. The latter were used in the present
study. The student could see their answer time in the upper left corner of the screen.

The number of questions per page varied but was the same for all users. User reaction
time is the time interval from the beginning of the web survey screen presentation until the
user clicked the “Next” button. Technically, response time was defined as the difference
between the last recorded response time (including returning to the page to change the
response) and the time of the first display.

To solve the problem, we used a characteristic of chaotic time series, the value of the
largest Lyapunov exponent, which allowed identifying clickers and bot-like users in the
experimental data during long-term interaction with the digital environment.

For each user, we built a time series representing the reaction time when working with
web interfaces, an example of a time series is shown in Figure 2. All students answered
equivalent tasks and questions in the same order.

It was necessary to identify users with a pattern of clicker behavior that either from
the beginning of the interaction or after several questions, answered “without thinking”.
A typical series of uninvolved user reactions is shown in Figure 3. All students answered
equivalent tasks and questions in the same order. Minimal values close to zero reflect the
pattern of the clicker user. Here, the user clicked through multiple answers without even
taking the time to read the question.

It was also necessary to identify users with a pattern of bot behavior, that is, there is a
pattern in the reaction time, in other words, there are no chaotic phenomena.

Using various chaotic dynamics indicators, it was found that for the series in question,
a computationally reliable characteristic is the largest Lyapunov exponent (LLE). The use
of dynamical systems and chaos theory to capture and then recognize the underlying
dynamics of various human activities has shown good results [32-34]. The hypothesis
is that for engaged users, there is chaotic behavior (diverging phase trajectories), hence,
their A value will be non-negative, while the responses of clickers and human bots will be
characterized by shrinking phase trajectories, their A value will be negative.



Educ. Sci. 2023, 13, 141 7 of 12

Here are questions that ask how well you are doing this or that type of activity.

Mark here how good are you in ...

Very o Difficult Good Very
bad to answer good
1.reading? .
2. writing essays? ®
3. solving numeric problems and counting money? .
4. playing team games? ®
5. participating in competitions including time limited ones? o

® 1929

Choose the correct answer

© o0:22

If gear 2 will turn in the specified direction, in which direction will it turn gear 17

Choose the correct answer
Can turn in any direction

A

Figure 1. Examples of interaction with the educational platform using the web-interface: Test
questions with the “Next” button. After clicking the answer is recorded and saved, as well as the
reaction time, which is the time interval from loading the page in the user’s browser to clicking the

“Next” button.
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Figure 2. Time series of a typical real user involved in interactive sessions with the platform.
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Figure 3. Time series, a user unengaged in interactive sessions with the platform, “tired” of answering
questions.

Assume that the obtained user reaction time series U = (T(g1),...,7(g;),-..,T(gn)), T—
reaction time(s), g—question, i—question number [1, ..., n] is formed by a dynamic system
with chaotic dynamics. For the time series, provided that n >> 2, the MPE equation can be
calculated:

7

1 n
A== Zln|ll’(qi)
ni3
There U'(q;) = T(q;) — T(gi-1)-

5. Results

A sample of 22,236 student web test entries was considered for Experimental Study I.

It was found that out of 22,236 entries, 21,663 entries had a non-negative A. Figure 4
shows the distribution of A values for the entire sample. The orange line is the border, to
the right of which there are positive values, that is, chaos takes place. There are 573 records
with negative A.

Thus, the proportion of rows negative according to the A indicator (the share of
clickers) is 2.48%.

With the reduction of the initial sample (users’ data containing values beyond 30 were
removed) to 13,444 records, the LLE calculations were performed. Figure 5 shows the
distribution of A values for the modified sample.
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400 A

200 1
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Lambda

Figure 4. The distribution of A values for the sample of 22,236 records for experiment I.
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Count
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200 1

0 T
-1 0 1 2 3
Lambda

Figure 5. Values of A from a sample of 13,444 records for experiment I.

The 13,083 records had a non-negative index A. Negative A had 361 records. The
proportion of negative values was 2.68%. Thus, filtering the data significantly reduced the
sample but did not change the proportion of clickers in the total sample and the shape of
the distribution of A values.

For Experimental Study II, a sample of 16,350 user response records discussed in the
article [14] was used. Figure 6 shows the distribution of A values across the sample.
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Count

0 T
-1 0 1 2 3 4 5
Lambda

Figure 6. The distribution of A values for the sample from the article of Experimental Study II.

In this experiment, only 27 entries out of 16,350 were made by uninvolved clicker
users. This is consistent with the organizational support for this study, which was provided
by the administrations of educational institutions.

A script bot was developed to complete the web survey in Experimental Study 1I,
automatically answering the questions posed. It shows the behavior pattern of the bot,
which was generated programmatically. We applied the calculation of A to a sample of
data from 688 records generated by this bot (Figure 7). For all records, the value of A was
negative. The distribution of A values is shown in Figure 7.

Count

-5 -4 -3
Lambda

Figure 7. The distribution of A values for a sample of 688 bot-generated reactions.

Thus, the experiments confirmed the hypothesis of identifying non-involved users in the
interactive process on the basis of non-negativity of LLE as characteristic of chaotic dynamics.
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6. Conclusions

The paper considers the task of controlling the involvement of the user in the inter-
active process of educational web services. To implement it, it is proposed to use user
reactions, which are fixed time ranges between the provision of a screen form and user
reaction in the web-interface. Two types of patterns of uninvolved interactive behav-
ior of students are identified—bots and clickers. As a computational characteristic that
distinguishes the two types we proposed to use the characteristics of chaotic dynamics.
Computational experiments were conducted for big data, showing the possibility of identi-
fying bots and clickers in the total volume of users. The proposed solutions will improve
the system of current control of educational involvement in digital environments, as well
as remove unreliable data in web surveys and psychological studies.

It should be noted that computer vision and body sensor methods for assessing en-
gagement give a more complete objective picture of the learner’s state for further analysis
in comparison with the methods of engagement tracing based on learner’s reaction time,
however, they require the presence of appropriate sensors, which may often not be applica-
ble in a particular context. Sensory observation is explicit to the learner and is an additional
stressor, such as knowing the learner is being captured by the webcam while solving a
problem. Thus, further development of the hidden engagement assessment methods is
relevant, while new computationally efficient techniques for analyzing learner’s reaction
time to assess engagement can be developed based on the results we obtained.

Author Contributions: Conceptualization, E.N.; methodology, E.N. and A.G.; software, PK. and
A.G,; validation, N.G., S.M. (Shamil Magomedov), A.A., A M. and S.M. (Sergey Malykh); formal
analysis, E.N. and A.G.; investigation, N.G., S.M. (Shamil Magomedov), A.A. and A.M.; resources,
N.G., S.M. (Shamil Magomedov), A.A. and A.M.; data curation, E.N., PK. and S.M.; writing—
original draft preparation, ENN., A.G., N.G. and A.A,; writing—review and editing, S.M. (Shamil
Magomedov), A.M., PK. and S.M. (Sergey Malykh); visualization, A.G. and PK; supervision, E.N.;
project administration, S.M. (Sergey Malykh); funding acquisition, S.M. (Sergey Malykh). All authors
have read and agreed to the published version of the manuscript.

Funding: This study was supported by a grant (No. 17-78-30028) from the Russian Science Foundation.
Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Hays, R.D.; Liu, H.; Kapteyn, A. Use of Internet panels to conduct surveys. Behav. Res. Methods 2015, 47, 685-690. [CrossRef]
[PubMed]

2. Papademetriou, C.; Anastasiadou, S.; Konteos, G.; Papalexandris, S. COVID-19 pandemic: The impact of the social media
technology on higher education. Educ. Sci. 2022, 12, 261. [CrossRef]

3.  Blackburn, A.M,; Vestergren, S.; Tran, T.P.; Stockli, S.; Griffin, S.M.; Ntontis, E.; Jeftic, A.; Chrona, S.; Ikizer, G.; Han, H.; et al.
COVIDISTRESS diverse dataset on psychological and behavioural outcomes one year into the COVID-19 pandemic. Sci. Data
2022, 9, 331. [CrossRef] [PubMed]

4. Keusch, F. Why do people participate in Web surveys? Applying survey participation theory to Internet survey data collection.
Manag. Rev. Q. 2015, 65, 183-216. [CrossRef]

5. Das, M,; Ester, P; Kaczmirek, L. (Eds.) Social and Behavioral Research and the Internet: Advances in Applied Methods and Research
Strategies; Routledge: New York, NY, USA, 2010.

6.  Nikulchev, E; Ilin, D.; Silaeva, A.; Kolyasnikov, P.; Belov, V.; Runtov, A.; Pushkin, P.; Laptev, N.; Alexeenko, A.; Magomedov, S.;
et al. Digital Psychological Platform for Mass Web-Surveys. Data 2020, 5, 95. [CrossRef]

7. Luxton, D.D. Artificial intelligence in psychological practice: Current and future applications and implications. Prof. Psychol. Res.
Pr. 2014, 45, 332-339. [CrossRef]

8. Korte, M. The impact of the digital revolution on human brain and behavior: Where do we stand? Dialog Clin. Neurosci. 2022, 22,

101-111. [CrossRef]


http://doi.org/10.3758/s13428-015-0617-9
http://www.ncbi.nlm.nih.gov/pubmed/26170052
http://doi.org/10.3390/educsci12040261
http://doi.org/10.1038/s41597-022-01383-6
http://www.ncbi.nlm.nih.gov/pubmed/35729305
http://doi.org/10.1007/s11301-014-0111-y
http://doi.org/10.3390/data5040095
http://doi.org/10.1037/a0034559
http://doi.org/10.31887/DCNS.2020.22.2/mkorte

Educ. Sci. 2023, 13, 141 12 0of 12

10.

11.

12.

13.

14.
15.
16.
17.
18.
19.
20.

21.
22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.
34.

Eremeev, M.A.; Trubienko, O.V.; Zakharchuk, LI. Applying a reproducible research approach to distance education. Russ. Technol.
J. 2022, 10, 86-92. [CrossRef]

Habeeb, R.A.A; Nasaruddin, F; Gani, A.; Hashem, L A.T.; Ahmed, E.; Imran, M. Real-time big data processing for anomaly
detection: A Survey. Int. ]. Inf. Manag. 2018, 45, 289-307. [CrossRef]

Chetverikov, A.; Upravitelev, P. Online versus offline: The Web as a medium for response time data collection. Behav. Res. Methods
2016, 48, 1086-1099. [CrossRef]

Kim, J.; Gabriel, U.; Gygax, P. Testing the effectiveness of the Internet-based instrument PsyToolkit: A comparison between web-
based (PsyToolkit) and lab-based (E-Prime 3.0) measurements of response choice and response time in a complex psycholinguistic
task. PLoS ONE 2019, 14, e0221802. [CrossRef] [PubMed]

Nikulchev, E.; Ilin, D.; Kolyasnikov, P.; Magomedov, S.; Alexeenko, A.; Kosenkov, A.N.; Sokolov, A.; Malykh, A.; Ismatullina, V.;
Malykh, S. Isolated Sandbox Environment Architecture for Running Cognitive Psychological Experiments in Web Platforms.
Futur. Internet 2021, 13, 245. [CrossRef]

Nikulchev, E.; Gusev, A.; Ilin, D.; Gazanova, N.; Malykh, S. Evaluation of User Reactions and Verification of the Authenticity of
the User’s Identity during a Long Web Survey. Appl. Sci. 2021, 11, 11034. [CrossRef]

Nikulchev, E.; Ilin, D.; Kolyasnikov, P.; Belov, V.; Zakharov, I.; Malykh, S. Programming Technologies for the Development of
Web-Based Platform for Digital Psychological Tools. Int. ]. Adv. Comput. Sci. Appl. 2018, 9, 34—45. [CrossRef]

Magomedov, S.; Ilin, D.; Silaeva, A.; Nikulchev, E. Dataset of User Reactions When Filling Out Web Questionnaires. Data 2020,
5,108. [CrossRef]

Kuh, G.D. The National Survey of Student Engagement: Conceptual Framework and Overview of Psychometric Properties; Indiana
University, Center for Postsecondary Research: Bloomington, IN, USA, 2001.

Astin, A.W. What Matters in College? Four Critical Years Revisited; JosseyBass: San Francisco, CA, USA, 1993.

Pace, C.R. Measuring the quality of student effort. Curr. Issues High. Educ. 1980, 2, 10-16.

Pascarella, E.T.; Terenzini, P.T. How College Affects Students: A Third Decade of Research (Vol. 2); Jossey-Bass: San Francisco, CA,
USA, 2005.

Ormrod, J.E. Human Learning, 6th ed.; Pearson: Upper Saddle River, NJ, USA, 2011.

Cabrera, A.F.; Crissman, J.L.; Bernal, EIM.; Nora, A.; Terenzini, P.T.; Pascarella, E.T. Collaborative learning: Its impact on college
students” development and diversity. J. Coll. Stud. Dev. 2002, 43, 20-34.

Baird, L.L. College Environments and Climates: Assessments and Their Theoretical Assumptions. High. Educ. Handb. Theory Res.
2005, 10, 507-538. [CrossRef]

Dumford, A.D.; Miller, A.L. Online learning in higher education: Exploring advantages and disadvantages for engagement.
J. Comput. High. Educ. 2018, 30, 452-465. [CrossRef]

Dewan, M.A.A.; Murshed, M.; Lin, F. Engagement detection in online learning: A review. Smart Learn. Environ. 2019, 6, 1.
[CrossRef]

D’'Mello, S.; Lehman, B.; Pekrun, R.; Graesser, A. Confusion can be beneficial for learning. Learn. Instr. 2014, 29, 153-170.
[CrossRef]

Whitehill, J.; Serpell, Z.; Lin, Y.-C.; Foster, A.; Movellan, J.R. The Faces of Engagement: Automatic Recognition of Student
Engagementfrom Facial Expressions. IEEE Trans. Affect. Comput. 2014, 5, 86-98. [CrossRef]

Beck, J.E. Engagement Tracing: Using Response Times To Model Student Disengagement. Artif. Intell. Educ. Support. Learn.
Through Intell. Soc. Inf. Technol. 2005, 125, 88.

Greenhow, C.; Graham, C.R.; Koehler, M.]. Foundations of online learning: Challenges and opportunities. Educ. Psychol. 2022, 57,
131-147. [CrossRef]

Dewan, A.; Lin, E; Wen, D.; Murshed, M.; Uddin, Z. A Deep Learning Approach to Detecting Engagement of Online Learners. In
Proceedings of the IEEE International Conference on Internet of People, Guangzhou, China, 8-12 October 2018.

Chaouachi, M.; Chalfoun, P; Jraidi, L; Frasson, C. Affect and Mental Engagement: Towards Adaptability for Intelligent Systems.
In Proceedings of the Florida Artificial Intelligence Research Society Conference, Daytona Beach, FA, USA, 19-21 May 2010.
Gani, O.; Fayezeen, T.; Povinelli, R.J.; Smith, R.O.; Arif, M.; Kattan, A.].; Ahamed, S.I. A light weight smartphone based human
activity recognition system with high accuracy. J. Netw. Comput. Appl. 2019, 141, 59-72. [CrossRef]

Nikulchev, E.V. Simulation of robust chaotic signal with given properties. Adv. Stud. Theor. Phys. 2014, 8, 939-944. [CrossRef]
Ramchandra, S.K.; Sanjay, S.P.; Dashrath, W.N. Insider Interruption Identification and Protection by using Forensic. 2019.
Available online: https:/ /www.academia.edu/download /59963775 /IRJET-V61312920190709-48166-17dn615.pdf (accessed on
1 January 2023).

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


http://doi.org/10.32362/2500-316X-2022-10-4-86-92
http://doi.org/10.1016/j.ijinfomgt.2018.08.006
http://doi.org/10.3758/s13428-015-0632-x
http://doi.org/10.1371/journal.pone.0221802
http://www.ncbi.nlm.nih.gov/pubmed/31483826
http://doi.org/10.3390/fi13100245
http://doi.org/10.3390/app112211034
http://doi.org/10.14569/IJACSA.2018.090806
http://doi.org/10.3390/data5040108
http://doi.org/10.1007/1-4020-3279-x_10
http://doi.org/10.1007/s12528-018-9179-z
http://doi.org/10.1186/s40561-018-0080-z
http://doi.org/10.1016/j.learninstruc.2012.05.003
http://doi.org/10.1109/TAFFC.2014.2316163
http://doi.org/10.1080/00461520.2022.2090364
http://doi.org/10.1016/j.jnca.2019.05.001
http://doi.org/10.12988/astp.2014.48106
https://www.academia.edu/download/59963775/IRJET-V6I312920190709-48166-17dn615.pdf

	Introduction 
	Background 
	Research Methods 
	Materials and Experiment 
	Results 
	Conclusions 
	References

