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#### Abstract

In this paper, we deal with a Cauchy problem for a nonlinear fractional differential equation with the Caputo derivative of order $\alpha \in(0,1)$. As initial data, we consider a pair consisting of an initial point, which does not necessarily coincide with the inferior limit of the fractional derivative, and a function that determines the values of a solution on the interval from this inferior limit to the initial point. We study differentiability properties of the functional associating initial data with the endpoint of the corresponding solution of the Cauchy problem. Stimulated by recent results on the dynamic programming principle and Hamilton-Jacobi-Bellman equations for fractional optimal control problems, we examine so-called fractional coinvariant derivatives of order $\alpha$ of this functional. We prove that these derivatives exist and give formulas for their calculation.
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## 1. Introduction

In this paper, we deal with the Cauchy problem for the nonlinear fractional differential equation

$$
\begin{equation*}
\left({ }^{C} D_{0+}^{\alpha} x\right)(\tau)=f(\tau, x(\tau)), \quad \tau \in[t, T], \quad x(\tau) \in \mathbb{R}, \tag{1.1}
\end{equation*}
$$
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under the initial condition

$$
\begin{equation*}
x(\tau)=w(\tau), \quad \tau \in[0, t] \tag{1.2}
\end{equation*}
$$

where $T>0$ is a fixed number, $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is a given function, $\left({ }^{C} D_{0+}^{\alpha} x\right)(\tau)$ denotes the Caputo derivative of order $\alpha \in(0,1)$, and the pair $(t, w(\cdot))$ consisting of a number $t \in[0, T)$ and a function $w:[0, t] \rightarrow \mathbb{R}$ is initial data.

We first make some comments on Cauchy problem (1.1), (1.2).
(i) In the particular case when $t=0$, this problem takes the form

$$
\begin{equation*}
\left({ }^{C} D_{0+}^{\alpha} x\right)(\tau)=f(\tau, x(\tau)), \quad \tau \in[0, T], \quad x(\tau) \in \mathbb{R}, \tag{1.3}
\end{equation*}
$$

subject to

$$
\begin{equation*}
x(0)=x_{0}, \tag{1.4}
\end{equation*}
$$

where we denote $x_{0} \triangleq w(0)$. Cauchy problems of the form (1.3), (1.4) are widely considered in the literature (see, e.g., [19, 6]). Note that the choice of the initial point $t=0$ in condition (1.4) reflects the fact that this point is the inferior limit of the Caputo derivative $\left({ }^{C} D_{0+}^{\alpha} x\right)(\tau)$. Thus, problem (1.1), (1.2) is a generalization of problem (1.3), (1.4) to the case of initial conditions given at an arbitrary initial point $t \in[0, T)$.
(ii) If $t \in(0, T)$, then, for a correct statement of a Cauchy problem for differential equation (1.1), it is not enough to specify only the value $x(t)$, but it is required to specify all the values $x(\tau)$ for $\tau \in[0, t]$, as it is done by initial condition (1.2). The reason for this is that the Caputo fractional derivative has the hereditary nature, which means that the value $\left({ }^{C} D_{0+}^{\alpha} x\right)(\tau)$ depends on all the values $x(\xi)$ for $\xi \in[0, \tau]$. This circumstance also indicates a certain similarity between problem (1.1), (1.2) and Cauchy problems typically formulated for functional differential equations.
(iii) In spite of the fact that the results presented in the paper are obtained for scalar differential equation (1.1), they admit a straightforward generalization to the vector case. In this regard, it should be noted that, if the Cauchy problem is formulated for differential equation (1.3) subject to the condition $x(t)=w$ for some $(t, w) \in[0, T) \times \mathbb{R}$, then this problem is well-posed under mild assumptions, while its multidimensional counterpart is in general ill-posed (see, e.g., [5]).
(iv) The need to consider Cauchy problems of the form (1.1), (1.2) arises naturally in the study of optimal control problems and differential games for dynamical systems described by Cauchy problems of the form (1.3), (1.4). Namely, when the dynamic programming approach is applied and methods for constructing optimal feedback control strategies are developed. For details, the reader is referred to, e.g., [9, 10, 12, 13.

A question of existence and uniqueness of a solution $x:[0, T] \rightarrow \mathbb{R}$ of Cauchy problem (1.1), (1.2), which is denoted by $x(\cdot) \triangleq x(\cdot \mid t, w(\cdot))$, is addressed in [13, Proposition 2], where also a semigroup property of solutions is established. The case when differential equation (1.1) is linear is investigated separately in [11]. Continuity properties of the mapping $(t, w(\cdot)) \mapsto x(\cdot \mid t, w(\cdot))$ are examined in the proofs of [15, Theorem 1 and Lemma 1] (see also [10, Assertion 6] and [9, Sections 7 and 8]). In [14, Theorem 2], some related results are obtained for fractional differential inclusions. The main objective of the present paper is to address a more subtle question of differentiability of this mapping. More precisely, we deal with the functional

$$
\begin{equation*}
(t, w(\cdot)) \mapsto \rho(t, w(\cdot)) \triangleq x(T \mid t, w(\cdot)) \tag{1.5}
\end{equation*}
$$

associating initial data $(t, w(\cdot))$ with the endpoint $x(T \mid t, w(\cdot))$ of the solution of Cauchy problem (1.1), (1.2).

Let us now discuss what kind of derivatives of this functional are considered in the paper. First of all, note that, if the argument $t$ is fixed, then, for the functional $w(\cdot) \mapsto \rho(t, w(\cdot))$, the classical derivatives (e.g., in Gateaux or Fréchet sense) are applicable. It should be mentioned here that, in the particular case when $t=0$, i.e., for Cauchy problem (1.3), (1.4), differentiability properties of the function $x_{0} \mapsto x\left(T \mid 0, x_{0}\right)$ are established in [3, Proposition 3.11]. However, the difficulty is that we can not fix the argument $w(\cdot)$ and vary the argument $t$ independently (especially in the positive direction), because the domain of the function $w(\cdot)$ is the interval $[0, t]$. A reasonable way to overcome this is to consider an increment of the functional $\rho$ along appropriate extensions of the function $w(\cdot)$. In this regard, the framework of coinvariant (ci-) derivatives (see, e.g., [20, 23]) can be used. The ci-derivatives have proved to be a convenient and powerful tool for investigating various problems of the theory of functional differential equations. For example, when stability issues are studied by the Lyapunov's second method (see, e.g., [20, 21]) and the value functionals of optimal control problems and differential games are characterized via the corresponding path-dependent Hamilton-Jacobi equations (see, e.g., [23, 24, 25] and also [16] and the references therein). In particular, ci-differentiability properties of solutions of functional differential equations with respect to initial data are established in [21, Theorem 4.3.1]. The $c i$-derivatives are closely related (see, e.g., [16, Section 5.2]) to vertical and horizontal derivatives (see, e.g., [7]), which are also widely used in the theory of path-dependent Hamilton-Jacobi equations, especially of those that are associated to optimal control problems and differential games for dynamical systems described by stochastic functional differential equations (see, e.g., [28, 27, 29] and also [8] and the references therein). In the present
paper, we follow the approach to the notion of $c i$-derivatives developed in, e.g., [23, 24, 25, 16, since admissible initial functions $w(\cdot)$ in Cauchy problem (1.1), (1.2) are assumed to be at least continuous. Let us emphasize that the definition of the vertical derivative requires dealing with functions $w(\cdot)$ with jump discontinuities. In turn, this leads to the need for an appropriate modification of the notion of a solution of Cauchy problem (1.1), (1.2), which is beyond the scope of this paper. Finally, note that, stimulated by the results [9] on Hamilton-Jacobi-Bellman equations associated to optimal control problems for dynamical systems described by fractional differential equations with the Caputo derivatives, we consider so-called fractional ci-derivatives of order $\alpha$, which are a certain generalization of the usual notion of $c i$-derivatives.

The main contribution of the paper is the proof of the fact that the functional $\rho$ from (1.5) is ci-differentiable of order $\alpha$. Furthermore, formulas for calculation of the corresponding derivatives are provided.

The paper is organized as follows. In Section [2, we describe a space of admissible initial data $(t, w(\cdot))$, specify assumptions on the function $f$, give a precise definition of the functional $\rho$, and recall the notion of $c i-$ differentiability of order $\alpha$. In Section 3, we formulate the main result of the paper. Sections $4 \sqrt[8]{7}$ are devoted to a detailed proof of this result. In Section (9, we make some concluding remarks.

## 2. Statement of the problem

For every $t \in[0, T]$, following, e.g., [26, Definition 2.3], we consider the space $\mathrm{AC}^{\alpha}[0, t]$ of all functions $x:[0, t] \rightarrow \mathbb{R}$ each of which can be represented in the form

$$
\begin{equation*}
x(\tau)=x(0)+\frac{1}{\Gamma(\alpha)} \int_{0}^{\tau} \frac{\ell(\xi)}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi, \quad \tau \in[0, t] \tag{2.1}
\end{equation*}
$$

for a (Lebesgue) measurable and essentially bounded function $\ell:[0, T] \rightarrow \mathbb{R}$. Note that, in the right-hand side of equality (2.1), the second term is the Riemann-Liouville fractional integral of order $\alpha$ of the function $\ell(\cdot)$ (see, e.g., [26, Definition 2.1]) and $\Gamma$ is the gamma-function. According to, e.g., [26, Remark 3.3 and Theorem 2.4], every function $x(\cdot) \in \mathrm{AC}^{\alpha}[0, t]$ is continuous and has at almost every (a.e.) $\tau \in[0, t]$ a Caputo fractional derivative of order $\alpha$, which is defined by (see, e.g., [19, Section 2.4] and [6, Chapter 3])

$$
\left({ }^{C} D_{0+}^{\alpha} x\right)(\tau) \triangleq \frac{1}{\Gamma(1-\alpha)} \frac{\mathrm{d}}{\mathrm{~d} \tau} \int_{0}^{\tau} \frac{x(\xi)-x(0)}{(\tau-\xi)^{\alpha}} \mathrm{d} \xi .
$$

Moreover, if representation (2.1) is valid for some measurable and essentially bounded function $\ell(\cdot)$, then $\left({ }^{C} D_{0+}^{\alpha} x\right)(\tau)=\ell(\tau)$ for a.e. $\tau \in[0, t]$.

We assume that the function $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ from the right-hand side of differential equation (1.1) is continuously differentiable and satisfies the following sublinear growth condition: there exists $\gamma \geq 0$ such that

$$
\begin{equation*}
|f(\tau, x)| \leq \gamma(1+|x|), \quad \tau \in[0, T], \quad x \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Following, e.g., [13, Section 3.2] and [9, Section 5], as a space of admissible initial data $(t, w(\cdot))$ in Cauchy problem (1.1), (1.2), we consider the set

$$
G \triangleq \bigcup_{t \in[0, T)}\left(\{t\} \times \mathrm{AC}^{\alpha}[0, t]\right)
$$

For every $(t, w(\cdot)) \in G$, by a solution of Cauchy problem (1.1), (1.2), we mean a function $x(\cdot) \in \mathrm{AC}^{\alpha}[0, T]$ that meets initial condition (1.2) and satisfies differential equation (1.1) for a.e. $\tau \in[t, T]$. By [13, Proposition 2], such a solution exists and is unique, and we denote it by $x(\cdot) \triangleq x(\cdot \mid t, w(\cdot))$.

Now, we may give the precise definition of the functional $\rho$ from (1.5):

$$
\begin{equation*}
\rho(t, w(\cdot)) \triangleq x(T \mid t, w(\cdot)), \quad(t, w(\cdot)) \in G . \tag{2.3}
\end{equation*}
$$

Let us recall a notion of ci-differentiability of order $\alpha$ of a functional $\varphi: G \rightarrow \mathbb{R}$, introduced in [9, Section 9]. Take $(t, w(\cdot)) \in G$ and define the set of admissible extensions of the function $w(\cdot)$ on $[0, T]$ by

$$
\begin{equation*}
\Lambda(t, w(\cdot)) \triangleq\left\{\lambda(\cdot) \in \mathrm{AC}^{\alpha}[0, T]: \lambda_{t}(\cdot)=w(\cdot)\right\} . \tag{2.4}
\end{equation*}
$$

Here and below, we denote by $\lambda_{t}(\cdot) \in \mathrm{AC}^{\alpha}[0, t]$ the restriction of the function $\lambda(\cdot)$ to $[0, t]$, i.e., $\lambda_{t}(\xi) \triangleq \lambda(\xi)$ for all $\xi \in[0, t]$. Then, the functional $\varphi$ is said to be $c i$-differentiable of order $\alpha$ at the point $(t, w(\cdot))$ if there are $\partial_{t}^{\alpha} \varphi(t, w(\cdot)), \nabla^{\alpha} \varphi(t, w(\cdot)) \in \mathbb{R}$ such that, for every $\lambda(\cdot) \in \Lambda(t, w(\cdot))$ and every $\tau \in(t, T)$, the relation below holds:

$$
\begin{align*}
& \varphi\left(\tau, \lambda_{\tau}(\cdot)\right)-\varphi(t, w(\cdot)) \\
& =\partial_{t}^{\alpha} \varphi(t, w(\cdot))(\tau-t)+\nabla^{\alpha} \varphi(t, w(\cdot)) \int_{t}^{\tau}\left({ }^{C} D_{0+}^{\alpha} \lambda\right)(\xi) \mathrm{d} \xi+o(\tau-t), \tag{2.5}
\end{align*}
$$

where the function $o:(0, \infty) \rightarrow \mathbb{R}$, which may depend on $t$ and $\lambda(\cdot)$, satisfies the condition $\frac{o(\delta)}{\delta} \rightarrow 0$ as $\delta \rightarrow 0^{+}$. In this case, the values $\partial_{t}^{\alpha} \varphi(t, w(\cdot))$ and $\nabla^{\alpha} \varphi(t, w(\cdot))$ are called ci-derivatives of order $\alpha$ of $\varphi$ at $(t, w(\cdot))$.

## 3. Main result

Fix $(t, w(\cdot)) \in G$. For every $\tau \in(t, T]$, denote

$$
\begin{equation*}
\bar{p}(\tau) \triangleq-\frac{1-\alpha}{\Gamma(\alpha)}\left(\frac{T-\tau}{T-t}\right) \int_{0}^{t} \frac{\left({ }^{C} D_{0+}^{\alpha} w\right)(\xi)}{(\tau-\xi)^{2-\alpha}} \mathrm{d} \xi, \quad \bar{q}(\tau) \triangleq \frac{1}{\Gamma(\alpha)(\tau-t)^{1-\alpha}} . \tag{3.1}
\end{equation*}
$$

Take the solution $x(\cdot) \triangleq x(\cdot \mid t, w(\cdot))$ of Cauchy problem (1.1), (1.2). Put

$$
\begin{equation*}
a(\tau) \triangleq \frac{\partial f}{\partial x}(\tau, x(\tau)), \quad b(\tau) \triangleq\left(\frac{T-\tau}{T-t}\right) \frac{\partial f}{\partial \tau}(\tau, x(\tau))-\frac{\alpha f(\tau, x(\tau))}{T-t} \tag{3.2}
\end{equation*}
$$

for all $\tau \in[t, T]$, where $\frac{\partial f}{\partial \tau}$ and $\frac{\partial f}{\partial x}$ are the partial derivatives of the function $f$. If $\tau=0$ or $\tau=T$, then the partial derivative $\frac{\partial f}{\partial \tau}$ is understood as the corresponding one-sided derivative.

Consider the linear weakly-singular Volterra integral equations

$$
\begin{equation*}
p(\tau)=\bar{p}(\tau)+\frac{1}{\Gamma(\alpha)} \int_{t}^{\tau} \frac{a(\xi) p(\xi)+b(\xi)}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi, \quad \tau \in(t, T] \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
q(\tau)=\bar{q}(\tau)+\frac{1}{\Gamma(\alpha)} \int_{t}^{\tau} \frac{a(\xi) q(\xi)}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi, \quad \tau \in(t, T] . \tag{3.4}
\end{equation*}
$$

By a solution of integral equation (3.3) (respectively, integral equation (3.4)), we mean a function $p(\cdot)$ (respectively, a function $q(\cdot)$ ) from $\mathrm{C}^{1-\alpha}(t, T]$ that satisfies this equation for every $\tau \in(t, T]$. Here, we denote by $\mathrm{C}^{1-\alpha}(t, T]$ the space of all continuous functions $p:(t, T] \rightarrow \mathbb{R}$ such that the function $(t, T] \ni \tau \mapsto(\tau-t)^{1-\alpha} p(\tau)$ is bounded.

Theorem 3.1. The functional $\rho$ defined by (2.3) is ci-differentiable of order $\alpha$ at every point $(t, w(\cdot)) \in G$, and the corresponding derivatives are given by

$$
\partial_{t}^{\alpha} \rho(t, w(\cdot))=p(T), \quad \nabla^{\alpha} \rho(t, w(\cdot))=q(T)
$$

where $p(\cdot) \triangleq p(\cdot \mid t, w(\cdot))$ and $q(\cdot) \triangleq q(\cdot \mid t, w(\cdot))$ are the unique solutions of integral equations (3.3) and (3.4), respectively.

The rest of the paper is devoted to the proof of Theorem 3.1.
As a first step, in the next section, we move from Cauchy problem (1.1), (1.2) to the corresponding integral equation and make a change of variables in order to obtain a unified interval $[0,1]$ instead of the interval $[t, T]$.

## 4. Equivalent integral equation and change of variables

Fix $(t, w(\cdot)) \in G$. According to, e.g., [13, Proposition 2], the solution $x(\cdot) \triangleq x(\cdot \mid t, w(\cdot))$ of Cauchy problem (1.1), (1.2) is the unique function from $\mathrm{C}[0, T]$, the space of all continuous functions from $[0, T]$ to $\mathbb{R}$, that satisfies initial condition (1.2) and the integral equation

$$
\begin{equation*}
x(\tau)=\bar{x}(\tau)+\frac{1}{\Gamma(\alpha)} \int_{t}^{\tau} \frac{f(\xi, x(\xi))}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi, \quad \tau \in[t, T] \tag{4.1}
\end{equation*}
$$

where the function $\bar{x}(\cdot) \triangleq \bar{x}(\cdot \mid t, w(\cdot))$ is defined by

$$
\bar{x}(\tau) \triangleq \begin{cases}w(\tau), & \text { if } \tau \in[0, t]  \tag{4.2}\\ w(0)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{\left({ }^{C} D_{0+}^{\alpha} w\right)(\xi)}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi, & \text { if } \tau \in(t, T] .\end{cases}
$$

Note that $\bar{x}(\cdot) \in \mathrm{AC}^{\alpha}[0, T]$ and $\left({ }^{C} D_{0+}^{\alpha} \bar{x}\right)(\tau)=0$ for all $\tau \in(t, T)$.
Making the change of variables $\vartheta \triangleq \frac{\tau-t}{T-t}$ in integral equation (4.1), we come to the auxiliary integral equation

$$
\begin{equation*}
\mathbf{x}(\vartheta)=\overline{\mathbf{x}}(\vartheta)+\frac{(T-t)^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{f(t+\zeta(T-t), \mathbf{x}(\zeta))}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in[0,1], \tag{4.3}
\end{equation*}
$$

where the function $\overline{\mathbf{x}}(\cdot) \triangleq \overline{\mathbf{x}}(\cdot \mid t, w(\cdot))$ is given by

$$
\begin{equation*}
\overline{\mathbf{x}}(\vartheta) \triangleq \bar{x}(t+\vartheta(T-t) \mid t, w(\cdot)), \quad \vartheta \in[0,1] . \tag{4.4}
\end{equation*}
$$

By a solution of integral equation (4.3), we mean a function $\mathbf{x}(\cdot) \in \mathrm{C}[0,1]$ satisfying this equation. Here and below, we use bold letters to denote functions of the new variable $\vartheta$.

Lemma 4.1. There is a unique solution $\mathbf{x}(\cdot) \triangleq \mathbf{x}(\cdot \mid t, w(\cdot))$ of integral equation (4.3). Moreover, the following equality holds:

$$
\begin{equation*}
\mathbf{x}(\vartheta)=x(t+\vartheta(T-t)), \quad \vartheta \in[0,1] \tag{4.5}
\end{equation*}
$$

where $x(\cdot) \triangleq x(\cdot \mid t, w(\cdot))$ is the solution of Cauchy problem (1.1), (1.2).
Proof. On the one hand, let us define a function $\mathrm{x}:[0,1] \rightarrow \mathbb{R}$ by $x(\cdot)$ according to (4.5). Since the function $x(\cdot)$ is continuous and satisfies integral equation (4.1), we have $\mathbf{x}(\cdot) \in \mathrm{C}[0,1]$ and, for all $\vartheta \in[0,1]$,

$$
\begin{aligned}
\mathbf{x}(\vartheta) & =\bar{x}(t+\vartheta(T-t))+\frac{1}{\Gamma(\alpha)} \int_{t}^{t+\vartheta(T-t)} \frac{f(\xi, x(\xi))}{(t+\vartheta(T-t)-\xi)^{1-\alpha}} \mathrm{d} \xi \\
& =\overline{\mathbf{x}}(\vartheta)+\frac{(T-t)^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{f(t+\zeta(T-t), \mathbf{x}(\zeta))}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta .
\end{aligned}
$$

Hence, the function $\mathbf{x}(\cdot)$ is a solution of integral equation (4.3).
On the other hand, let us take a solution $\mathbf{x}(\cdot)$ of integral equation (4.3) and consider the function

$$
\widetilde{x}(\tau) \triangleq \begin{cases}w(\tau), & \text { if } \tau \in[0, t),  \tag{4.6}\\ \mathbf{x}\left(\frac{\tau-t}{T-t}\right), & \text { if } \tau \in[t, T] .\end{cases}
$$

Since $\mathbf{x}(0)=\overline{\mathbf{x}}(0)=\bar{x}(t)=w(t)$ and the functions $w(\cdot)$ and $\mathbf{x}(\cdot)$ are continuous, we obtain that the function $\widetilde{x}(\cdot)$ is continuous and meets initial
condition (1.2). Furthermore, for every $\tau \in[t, T]$, we derive

$$
\begin{aligned}
\widetilde{x}(\tau) & =\overline{\mathbf{x}}\left(\frac{\tau-t}{T-t}\right)+\frac{(T-t)^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\frac{\tau-t}{T-t}} \frac{f(t+\zeta(T-t), \mathbf{x}(\zeta))}{\left(\frac{\tau-t}{T-t}-\zeta\right)^{1-\alpha}} \mathrm{d} \zeta \\
& =\bar{x}(\tau)+\frac{1}{\Gamma(\alpha)} \int_{t}^{\tau} \frac{f(\xi, \widetilde{x}(\xi))}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi,
\end{aligned}
$$

which means that the function $\widetilde{x}(\cdot)$ satisfies integral equation (4.1). Thus, we have $\widetilde{x}(\cdot)=x(\cdot)$, and, therefore, due to (4.6), the result follows.

In particular, Lemma 4.1 implies that the functional $\rho$ from (2.3) can be represented in the following way:

$$
\begin{equation*}
\rho(t, w(\cdot))=\mathbf{x}(1 \mid t, w(\cdot)), \quad(t, w(\cdot)) \in G . \tag{4.7}
\end{equation*}
$$

To examine properties of the solution $\mathbf{x}(\cdot \mid t, w(\cdot))$ of auxiliary integral equation (4.3), we start by investigating the free term $\overline{\mathbf{x}}(\cdot \mid t, w(\cdot))$ of this equation separately.

## 5. Properties of free term of auxiliary integral equation

Let $(t, w(\cdot)) \in G$ and $\ell \in \mathbb{R}$ be fixed. Consider the extension $\lambda^{(\ell)}(\cdot) \triangleq$ $\lambda^{(\ell)}(\cdot \mid t, w(\cdot)) \in \Lambda(t, w(\cdot))$ (see (2.4)) such that $\left({ }^{C} D_{0+}^{\alpha} \lambda^{(\ell)}\right)(\tau)=\ell$ for all $\tau \in(t, T)$. Note that, in explicit form, we have

$$
\lambda^{(\ell)}(\tau)= \begin{cases}w(\tau), & \text { if } \tau \in[0, t]  \tag{5.1}\\ w(0)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{\left({ }^{C} D_{0+}^{\alpha} w\right)(\xi)}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi+\frac{\ell(\tau-t)^{\alpha}}{\Gamma(\alpha)}, & \text { if } \tau \in(t, T]\end{cases}
$$

For every $\tau \in[t, T)$, we take the function $\overline{\mathbf{x}}\left(\cdot \mid \tau, \lambda_{\tau}^{(\ell)}(\cdot)\right)$ corresponding to the pair $\left(\tau, \lambda_{\tau}^{(\ell)}(\cdot)\right)$ (see (4.4)) and put $\overline{\mathbf{x}}(\cdot \mid \tau) \triangleq \overline{\mathbf{x}}\left(\cdot \mid \tau, \lambda_{\tau}^{(\ell)}(\cdot)\right)$ for brevity.

Lemma 5.1. For any $\eta \in(0, T-t)$, there exists $\bar{L} \geq 0$ such that, for every $\tau \in(t, T-\eta]$ and every $\vartheta \in(0,1]$, the inequality below is fulfilled:

$$
\begin{equation*}
\left|\frac{\overline{\mathbf{x}}(\vartheta \mid \tau)-\overline{\mathbf{x}}(\vartheta \mid t)}{\tau-t}\right| \leq \frac{\bar{L}}{\vartheta^{1-\alpha}} . \tag{5.2}
\end{equation*}
$$

Proof. Choose $M \geq 0$ such that

$$
\begin{equation*}
\left|\left({ }^{C} D_{0+}^{\alpha} w\right)(\xi)\right| \leq M \text { for a.e. } \xi \in[0, t] \tag{5.3}
\end{equation*}
$$

and, for a given $\eta \in(0, T-t)$, define

$$
\bar{L} \triangleq \frac{M+|\ell|}{\Gamma(\alpha) \eta^{1-\alpha}} .
$$

Fix $\tau \in(t, T-\eta]$ and $\vartheta \in(0,1]$. According to (4.2), (4.4), and (5.1), we have

$$
\begin{aligned}
& |\overline{\mathbf{x}}(\vartheta \mid \tau)-\overline{\mathbf{x}}(\vartheta \mid t)| \\
& \quad \leq \frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\frac{1}{(t+\vartheta(T-t)-\xi)^{1-\alpha}}-\frac{1}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}}\right) \mathrm{d} \xi \\
& \quad+\frac{|\ell|}{\Gamma(\alpha)} \int_{t}^{\tau} \frac{\mathrm{d} \xi}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}} .
\end{aligned}
$$

Then, in view of the estimates

$$
\begin{aligned}
& \int_{0}^{t}\left(\frac{1}{(t+\vartheta(T-t)-\xi)^{1-\alpha}}-\frac{1}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}}\right) \mathrm{d} \xi \\
& \quad \leq(1-\alpha)(1-\vartheta)(\tau-t) \int_{0}^{t} \frac{\mathrm{~d} \xi}{(t+\vartheta(T-t)-\xi)^{2-\alpha}} \\
& \quad \leq \frac{(1-\vartheta)(\tau-t)}{\vartheta^{1-\alpha}(T-t)^{1-\alpha}} \leq \frac{\tau-t}{\vartheta^{1-\alpha} \eta^{1-\alpha}}
\end{aligned}
$$

and

$$
\int_{t}^{\tau} \frac{\mathrm{d} \xi}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}} \leq \frac{\tau-t}{\vartheta^{1-\alpha}(T-\tau)^{1-\alpha}} \leq \frac{\tau-t}{\vartheta^{1-\alpha} \eta^{1-\alpha}}
$$

we obtain that inequality (5.2) is fulfilled for the specified number $\bar{L}$.
By the functions $\bar{p}(\cdot)$ and $\bar{q}(\cdot)$ from (3.1), define

$$
\begin{equation*}
\overline{\mathbf{p}}(\vartheta) \triangleq \bar{p}(t+\vartheta(T-t)), \quad \overline{\mathbf{q}}(\vartheta) \triangleq \bar{q}(t+\vartheta(T-t)), \quad \vartheta \in(0,1] . \tag{5.4}
\end{equation*}
$$

Denote by $\mathrm{C}^{1-\alpha}(0,1]$ the space of all continuous functions $\mathbf{p}:(0,1] \rightarrow \mathbb{R}$ such that the function $(0,1] \ni \vartheta \mapsto \vartheta^{1-\alpha} \mathbf{p}(\vartheta)$ is bounded.

Lemma 5.2. The inclusions $\overline{\mathbf{p}}(\cdot), \overline{\mathbf{q}}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ are valid.
Proof. Note that the inclusion $\overline{\mathbf{q}}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ obviously holds. Further, by the theorem on continuity of integrals with respect to a parameter (see, e.g., [4, Corollary 2.8.7, item (i)]), we find that the function $\overline{\mathbf{p}}(\cdot)$ is continuous. In addition, taking the number $M$ from (5.3), we get

$$
\begin{aligned}
|\overline{\mathbf{p}}(\vartheta)| & \leq \frac{(1-\alpha)(1-\vartheta) M}{\Gamma(\alpha)} \int_{0}^{t} \frac{\mathrm{~d} \xi}{(t+\vartheta(T-t)-\xi)^{2-\alpha}} \\
& \leq \frac{M}{\Gamma(\alpha) \vartheta^{1-\alpha}(T-t)^{1-\alpha}}
\end{aligned}
$$

for all $\vartheta \in(0,1]$, which implies that the function $(0,1] \ni \vartheta \mapsto \vartheta^{1-\alpha} \overline{\mathbf{p}}(\vartheta)$ is bounded. Hence, $\overline{\mathbf{p}}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$, and the proof is complete.

It should be emphasized that the function $(0,1] \ni \vartheta \mapsto \vartheta^{1-\alpha} \overline{\mathbf{p}}(\vartheta)$ may not have a limit as $\vartheta \rightarrow 0^{+}$. An example is provided in Appendix A.

Lemma 5.3. For every $\vartheta \in(0,1]$, the following limit relations hold:

$$
\begin{equation*}
\lim _{\tau \rightarrow t^{+}} \frac{\overline{\mathbf{x}}(\vartheta \mid \tau)-\overline{\mathbf{x}}(\vartheta \mid t)}{\tau-t}=\overline{\mathbf{p}}(\vartheta)+\overline{\mathbf{q}}(\vartheta) \ell \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\tau \rightarrow t^{+}} \int_{0}^{\vartheta}\left|\frac{\overline{\mathbf{x}}(\zeta \mid \tau)-\overline{\mathbf{x}}(\zeta \mid t)}{\tau-t}-\overline{\mathbf{p}}(\zeta)-\overline{\mathbf{q}}(\zeta) \ell\right| \frac{\mathrm{d} \zeta}{(\vartheta-\zeta)^{1-\alpha}}=0 \tag{5.6}
\end{equation*}
$$

Proof. Note that relation (5.5) can be verified by direct calculation and based on the theorem on differentiability of integrals with respect to a parameter (see, e.g., 4, Corollary 2.8.7, item (ii)]). Nevertheless, since we need to prove also relation (5.6), it is still required to estimate the value

$$
\begin{equation*}
\overline{\mathbf{z}}(\vartheta \mid \tau) \triangleq\left|\frac{\overline{\mathbf{x}}(\vartheta \mid \tau)-\overline{\mathbf{x}}(\vartheta \mid t)}{\tau-t}-\overline{\mathbf{p}}(\vartheta)-\overline{\mathbf{q}}(\vartheta) \ell\right| \tag{5.7}
\end{equation*}
$$

for every $\vartheta \in(0,1]$ and every $\tau \in(t, T)$.
In accordance with the notation introduced in (4.2), (4.4), (5.1) and also in (3.1), (5.4), taking the number $M$ from (5.3), we derive

$$
\begin{aligned}
& \mathbf{z}(\vartheta \mid \tau)(\tau-t) \leq \frac{M(1-\alpha)(1-\vartheta)(\tau-t)}{\Gamma(\alpha)} \int_{0}^{t} \frac{\mathrm{~d} \xi}{(t+\vartheta(T-t)-\xi)^{2-\alpha}} \\
& \quad+\frac{M}{\Gamma(\alpha)} \int_{0}^{t}\left(\frac{1}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}}-\frac{1}{(t+\vartheta(T-t)-\xi)^{1-\alpha}}\right) \mathrm{d} \xi \\
& \quad+\frac{|\ell|}{\Gamma(\alpha)}\left|\int_{t}^{\tau} \frac{\mathrm{d} \xi}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}}-\frac{\tau-t}{\vartheta^{1-\alpha}(T-t)^{1-\alpha}}\right| .
\end{aligned}
$$

We have

$$
\begin{aligned}
& \int_{0}^{t}\left(\frac{1}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}}-\frac{1}{(t+\vartheta(T-t)-\xi)^{1-\alpha}}\right) \mathrm{d} \xi \\
& \quad \leq-(1-\alpha)(1-\vartheta)(\tau-t) \int_{0}^{t} \frac{\mathrm{~d} \xi}{(\tau+\vartheta(T-\tau)-\xi)^{2-\alpha}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{0}^{t} \frac{\mathrm{~d} \xi}{(t+\vartheta(T-t)-\xi)^{2-\alpha}}-\int_{0}^{t} \frac{\mathrm{~d} \xi}{(\tau+\vartheta(T-\tau)-\xi)^{2-\alpha}} \\
& \quad \leq \frac{1}{1-\alpha}\left(\frac{1}{\vartheta^{1-\alpha}(T-t)^{1-\alpha}}-\frac{1}{(\tau+\vartheta(T-\tau)-t)^{1-\alpha}}\right) .
\end{aligned}
$$

In addition, we obtain

$$
\begin{aligned}
& \left|\int_{t}^{\tau} \frac{\mathrm{d} \xi}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}}-\frac{\tau-t}{\vartheta^{1-\alpha}(T-t)^{1-\alpha}}\right| \\
& \quad \leq\left(\frac{\tau-t}{\vartheta^{1-\alpha}(T-\tau)^{1-\alpha}}-\int_{t}^{\tau} \frac{\mathrm{d} \xi}{(\tau+\vartheta(T-\tau)-\xi)^{1-\alpha}}\right) \\
& \quad+\left(\frac{\tau-t}{\vartheta^{1-\alpha}(T-\tau)^{1-\alpha}}-\frac{\tau-t}{\vartheta^{1-\alpha}(T-t)^{1-\alpha}}\right) \\
& \quad \leq 2(\tau-t)\left(\frac{1}{\vartheta^{1-\alpha}(T-\tau)^{1-\alpha}}-\frac{1}{(\tau+\vartheta(T-\tau)-t)^{1-\alpha}}\right) .
\end{aligned}
$$

As a result, we get

$$
\begin{equation*}
\overline{\mathbf{z}}(\vartheta \mid \tau) \leq \frac{M+2|\ell|}{\Gamma(\alpha)}\left(\frac{1}{\vartheta^{1-\alpha}(T-\tau)^{1-\alpha}}-\frac{1}{(\tau+\vartheta(T-\tau)-t)^{1-\alpha}}\right) . \tag{5.8}
\end{equation*}
$$

In particular, noting that the right-hand side of inequality (5.8) tends to 0 as $\tau \rightarrow t^{+}$, we find that (5.5) is valid.

Further, due to (5.8), we have

$$
\begin{aligned}
& \int_{0}^{\vartheta} \frac{\overline{\mathbf{z}}(\zeta \mid \tau)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta \leq \frac{M+2|\ell|}{\Gamma(\alpha)(T-\tau)^{1-\alpha}} \\
& \quad \times\left(\int_{0}^{\vartheta} \frac{\mathrm{d} \zeta}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}}-\int_{0}^{\vartheta} \frac{\mathrm{d} \zeta}{\left(\frac{\tau-t}{T-\tau}+\zeta\right)^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}}\right) .
\end{aligned}
$$

Consequently, relying on the relations

$$
\begin{equation*}
\int_{0}^{\vartheta} \frac{\mathrm{d} \zeta}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}}=B(\alpha, \alpha) \vartheta^{2 \alpha-1} \tag{5.9}
\end{equation*}
$$

and

$$
\begin{aligned}
& \int_{0}^{\vartheta} \frac{\mathrm{d} \zeta}{\left(\frac{\tau-t}{T-\tau}+\zeta\right)^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \\
& \quad=\int_{-\frac{\tau-t}{T-\tau}}^{\vartheta} \frac{\mathrm{d} \zeta}{\left(\frac{\tau-t}{T-\tau}+\zeta\right)^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}}-\int_{-\frac{\tau-t}{T-\tau}}^{0} \frac{\mathrm{~d} \zeta}{\left(\frac{\tau-t}{T-\tau}+\zeta\right)^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \\
& \quad \geq B(\alpha, \alpha)\left(\vartheta+\frac{\tau-t}{T-\tau}\right)^{2 \alpha-1}-\frac{1}{\vartheta^{1-\alpha}} \int_{-\frac{\tau-t}{T-\tau}}^{0} \frac{\mathrm{~d} \zeta}{\left(\frac{\tau-t}{T-\tau}+\zeta\right)^{1-\alpha}} \\
& \quad=B(\alpha, \alpha)\left(\vartheta+\frac{\tau-t}{T-\tau}\right)^{2 \alpha-1}-\frac{1}{\alpha \vartheta^{1-\alpha}}\left(\frac{\tau-t}{T-\tau}\right)^{\alpha},
\end{aligned}
$$

where $B$ is the beta-function, we derive

$$
\begin{aligned}
& \int_{0}^{\vartheta} \frac{\overline{\mathbf{z}}(\zeta \mid \tau)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta \leq \frac{M+2|\ell|}{\Gamma(\alpha)(T-\tau)^{1-\alpha}} \\
& \quad \times\left(B(\alpha, \alpha) \vartheta^{2 \alpha-1}-B(\alpha, \alpha)\left(\vartheta+\frac{\tau-t}{T-\tau}\right)^{2 \alpha-1}+\frac{1}{\alpha \vartheta^{1-\alpha}}\left(\frac{\tau-t}{T-\tau}\right)^{\alpha}\right)
\end{aligned}
$$

Since the right-hand side of this inequality tends to 0 as $\tau \rightarrow t^{+}$, we conclude that (5.6) holds. The lemma is proved.

Before proceeding with the study of the solution of auxiliary integral equation (4.3), we provide some technical results that concern the unique solvability of a class of linear weakly-singular Volterra integral equations in the space $\mathrm{C}^{1-\alpha}(0,1]$ and the corresponding Gronwall-type inequalities.

## 6. Linear weakly-singular Volterra integral equations

Let $\overline{\mathbf{y}}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ and $\mathbf{c}(\cdot), \mathbf{d}(\cdot) \in \mathrm{C}[0,1]$ be given. Consider the integral equation

$$
\begin{equation*}
\mathbf{y}(\vartheta)=\overline{\mathbf{y}}(\vartheta)+\frac{1}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \mathbf{y}(\zeta)+\mathbf{d}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in(0,1] . \tag{6.1}
\end{equation*}
$$

A solution of integral equation (6.1) is defined as a function $\mathbf{y}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ that satisfies this equation.

Proposition 6.1. Integral equation (6.1) has a unique solution.
Proof. Suppose that $\mathbf{y}(\cdot)$ is a solution of (6.1). Define

$$
\mathbf{s}(\vartheta) \triangleq \begin{cases}0, & \text { if } \vartheta=0,  \tag{6.2}\\ \vartheta^{1-\alpha}(\mathbf{y}(\vartheta)-\overline{\mathbf{y}}(\vartheta)), & \text { if } \vartheta \in(0,1] .\end{cases}
$$

Then, the function $\mathbf{s}(\cdot)$ is continuous on $(0,1]$, bounded, and, moreover,

$$
\mathbf{s}(\vartheta)=\frac{\vartheta^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \mathbf{s}(\zeta)}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta+\frac{\vartheta^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \overline{\mathbf{y}}(\zeta)+\mathbf{d}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta
$$

for every $\vartheta \in(0,1]$. In addition, since the functions $(0,1] \ni \vartheta \mapsto \mathbf{c}(\vartheta) \mathbf{s}(\vartheta)$ and $(0,1] \ni \vartheta \mapsto \vartheta^{1-\alpha} \mathbf{c}(\vartheta) \overline{\mathbf{y}}(\vartheta)+\vartheta^{1-\alpha} \mathbf{d}(\vartheta)$ are continuous and bounded, it follows from [11, Corollary 2.1] that the functions

$$
[0,1] \ni \vartheta \mapsto \frac{\vartheta^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \mathbf{s}(\zeta)}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta
$$

and

$$
\begin{equation*}
[0,1] \ni \vartheta \mapsto \overline{\mathbf{s}}(\vartheta) \triangleq \frac{\vartheta^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \overline{\mathbf{y}}(\zeta)+\mathbf{d}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta \tag{6.3}
\end{equation*}
$$

are continuous and tend to 0 as $\vartheta \rightarrow 0^{+}$. Hence, we find that the function $\mathbf{s}(\cdot)$ is continuous on $[0,1]$ and satisfies the integral equation

$$
\begin{equation*}
\mathbf{s}(\vartheta)=\overline{\mathbf{s}}(\vartheta)+\frac{\vartheta^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \mathbf{s}(\zeta)}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in[0,1] . \tag{6.4}
\end{equation*}
$$

Now, let us verify the converse statement. Let a function $\mathbf{s}(\cdot) \in \mathrm{C}[0,1]$ satisfy integral equation (6.4). In accordance with (6.2), put

$$
\mathbf{y}(\vartheta) \triangleq \mathbf{y}(\vartheta)+\frac{\mathbf{s}(\vartheta)}{\vartheta^{1-\alpha}}, \quad \vartheta \in(0,1] .
$$

Then, we have $\mathbf{y}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$, and, taking (6.3) into account, we obtain

$$
\begin{aligned}
\mathbf{y}(\vartheta) & =\overline{\mathbf{y}}(\vartheta)+\frac{\overline{\mathbf{s}}(\vartheta)}{\vartheta^{1-\alpha}}+\frac{1}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \mathbf{s}(\zeta)}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta \\
& =\overline{\mathbf{y}}(\vartheta)+\frac{1}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{c}(\zeta) \mathbf{y}(\zeta)+\mathbf{d}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta
\end{aligned}
$$

for all $\vartheta \in(0,1]$. Thus, $\mathbf{y}(\cdot)$ is a solution of original integral equation (6.1).
Hence, in order to complete the proof of the proposition, it suffices to show that there exists a unique function $\mathbf{s}(\cdot) \in \mathrm{C}[0,1]$ satisfying integral equation (6.4). Since $\overline{\mathbf{s}}(\cdot) \in \mathrm{C}[0,1]$, this fact can be proved by essentially repeating the arguments from [11, Proposition 4.1].

Let us denote by $E_{\alpha, \alpha}$ the two-parametric Mittag-Leffler function, whose properties can be found in, e.g., [17, Chapter 4].

Proposition 6.2. Let $\overline{\mathbf{y}}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ and $c \geq 0$ be given. Suppose that a function $\mathbf{y}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ satisfies the inequality

$$
\mathbf{y}(\vartheta) \leq \overline{\mathbf{y}}(\vartheta)+\frac{c}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{y}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in(0,1] .
$$

Then, it holds that

$$
\mathbf{y}(\vartheta) \leq \overline{\mathbf{y}}(\vartheta)+c \int_{0}^{\vartheta} \frac{E_{\alpha, \alpha}\left(c(\vartheta-\zeta)^{\alpha}\right) \overline{\mathbf{y}}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in(0,1]
$$

This proposition can be proved by the scheme from [18, Lemma 7.1.1] (see also, e.g., [22, Lemma 2.4]). From Proposition 6.2, we derive the following result, which, in particular, correlates with [3, Proposition B.1].

Corollary 6.1. Let $\bar{y} \geq 0$, a nonnegative function $\overline{\mathbf{y}}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$, and $c \geq 0$ be given. If a function $\mathbf{y}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ satisfies the inequality

$$
\mathbf{y}(\vartheta) \leq \frac{\bar{y}}{\Gamma(\alpha) \vartheta^{1-\alpha}}+\overline{\mathbf{y}}(\vartheta)+\frac{c}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{y}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in(0,1]
$$

then the estimate below is valid:

$$
\begin{equation*}
\mathbf{y}(\vartheta) \leq \frac{E_{\alpha, \alpha}(c) \bar{y}}{\vartheta^{1-\alpha}}+\overline{\mathbf{y}}(\vartheta)+c E_{\alpha, \alpha}(c) \int_{0}^{\vartheta} \frac{\overline{\mathbf{y}}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in(0,1] . \tag{6.5}
\end{equation*}
$$

Proof. Applying Proposition 6.2, we get

$$
\begin{aligned}
\mathbf{y}(\vartheta) & \leq \frac{\bar{y}}{\Gamma(\alpha)}\left(\frac{1}{\vartheta^{1-\alpha}}+c \int_{0}^{\vartheta} \frac{E_{\alpha, \alpha}\left(c(\vartheta-\zeta)^{\alpha}\right)}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta\right) \\
& +\overline{\mathbf{y}}(\vartheta)+c \int_{0}^{\vartheta} \frac{E_{\alpha, \alpha}\left(c(\vartheta-\zeta)^{\alpha}\right) \overline{\mathbf{y}}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta
\end{aligned}
$$

for every $\vartheta \in(0,1]$. Hence, using the equality (see, e.g., formulas (4.4.5) for $\beta=\mu=\alpha$ and (4.2.3) for $\beta=\alpha$ in [17] and also [2, Theorem 6.2])

$$
E_{\alpha, \alpha}\left(c \vartheta^{\alpha}\right)=\frac{1}{\Gamma(\alpha)}+\frac{c \vartheta^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{E_{\alpha, \alpha}\left(c(\vartheta-\zeta)^{\alpha}\right)}{\zeta^{1-\alpha}(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta
$$

and noting that $E_{\alpha, \alpha}\left(c \vartheta^{1-\alpha}\right) \leq E_{\alpha, \alpha}(c)$, we obtain (6.5).

## 7. Properties of solution of auxiliary integral equation

Fix $(t, w(\cdot)) \in G$ and $\ell \in \mathbb{R}$ and put $\lambda^{(\ell)}(\cdot) \triangleq \lambda^{(\ell)}(\cdot \mid t, w(\cdot))$ (see (5.11)). For every $\tau \in[t, T)$, let $\mathbf{x}(\cdot \mid \tau) \triangleq \mathbf{x}\left(\cdot \mid \tau, \lambda_{\tau}^{(\ell)}(\cdot)\right)$ be the solution of auxiliary integral equation (4.3) corresponding to the pair $\left(\tau, \lambda_{\tau}^{(\ell)}(\cdot)\right)$.

Lemma 7.1. The following statements are valid:
(i) There exists $R \geq 0$ such that, for every $\tau \in[t, T)$ and every $\vartheta \in[0,1]$, the inequality $|\mathbf{x}(\vartheta \mid \tau)| \leq R$ takes place.
(ii) It holds that $\mathbf{x}(\vartheta \mid \tau) \rightarrow \mathbf{x}(\vartheta \mid t)$ as $\tau \rightarrow t^{+}$uniformly in $\vartheta \in[0,1]$.
(iii) For any $\eta \in(0, T-t)$, there exists $L \geq 0$ such that, for every $\tau \in(t, T-\eta]$ and every $\vartheta \in(0,1]$, the inequality below is fulfilled:

$$
\begin{equation*}
\left|\frac{\mathbf{x}(\vartheta \mid \tau)-\mathbf{x}(\vartheta \mid t)}{\tau-t}\right| \leq \frac{L}{\vartheta^{1-\alpha}} . \tag{7.1}
\end{equation*}
$$

Proof. Consider the mapping $[t, T] \ni \tau \mapsto x\left(\cdot \mid \tau, \lambda_{\tau}^{(\ell)}(\cdot)\right) \in \mathrm{C}[0, T]$ (see Section 2), where we put formally $x\left(\cdot \mid T, \lambda_{T}^{(\ell)}(\cdot)\right) \triangleq \lambda^{(\ell)}(\cdot)$. Provided that the space $\mathrm{C}[0, T]$ is endowed with the uniform norm, this mapping is continuous (see the proof of [15, Theorem 1] and also [14, Theorem 2]). In particular, the functions $x\left(\cdot \mid \tau, \lambda_{\tau}^{(\ell)}(\cdot)\right)$ are bounded uniformly in $\tau \in[t, T]$ and $x\left(\xi \mid \tau, \lambda_{\tau}^{(\ell)}(\cdot)\right) \rightarrow x(\xi \mid t, w(\cdot))$ as $\tau \rightarrow t^{+}$uniformly in $\xi \in[0, T]$. Hence, due to Lemma 4.1, we obtain items (i) and (ii).

Further, recalling that the function $f$ is continuously differentiable, by the number $R$ from item (i), we can find $L_{*} \geq 0$ such that

$$
\left|f(\tau, \mathbf{x})-f\left(\tau^{\prime}, \mathbf{x}^{\prime}\right)\right| \leq L_{*}\left(\left|\tau-\tau^{\prime}\right|+\left|\mathbf{x}-\mathbf{x}^{\prime}\right|\right)
$$

for any $\tau, \tau^{\prime} \in[0, T]$ and any $\mathbf{x}, \mathbf{x}^{\prime} \in[-R, R]$. Then, given $\eta \in(0, T-t)$, we choose $\bar{L}$ according to Lemma [5.1, take $\gamma$ from condition (2.2), and put

$$
L^{*} \triangleq \Gamma(\alpha) \bar{L}+\frac{T^{\alpha} L_{*}}{\alpha}+\frac{\gamma(1+R)}{\eta^{1-\alpha}}, \quad L \triangleq E_{\alpha, \alpha}\left(T^{\alpha} L_{*}\right) L^{*} .
$$

Let $\tau \in(t, T-\eta]$ be fixed. Due to (4.3), for every $\vartheta \in(0,1]$, we have

$$
\begin{aligned}
& |\mathbf{x}(\vartheta \mid \tau)-\mathbf{x}(\vartheta \mid t)| \leq|\overline{\mathbf{x}}(\vartheta \mid \tau)-\overline{\mathbf{x}}(\vartheta \mid t)| \\
& \quad+\frac{(T-\tau)^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{|f(\tau+\zeta(T-\tau), \mathbf{x}(\zeta \mid \tau))-f(t+\zeta(T-t), \mathbf{x}(\zeta \mid t))|}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta \\
& \quad+\frac{(T-t)^{\alpha}-(T-\tau)^{\alpha}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{|f(t+\zeta(T-t), \mathbf{x}(\zeta \mid t))|}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta \\
& \quad \leq \frac{L^{*}(\tau-t)}{\Gamma(\alpha) \vartheta^{1-\alpha}}+\frac{T^{\alpha} L_{*}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{|\mathbf{x}(\zeta \mid \tau)-\mathbf{x}(\zeta \mid t)|}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta .
\end{aligned}
$$

Hence, applying Corollary 6.1, we conclude that inequality (7.1) is valid for all $\vartheta \in(0,1]$. The lemma is proved.

By the functions $a(\cdot)$ and $b(\cdot)$ from (3.2), for every $\vartheta \in[0,1]$, define

$$
\begin{equation*}
\mathbf{a}(\vartheta) \triangleq(T-t)^{\alpha} a(t+\vartheta(T-t)), \quad \mathbf{b}(\vartheta) \triangleq(T-t)^{\alpha} b(t+\vartheta(T-t)) . \tag{7.2}
\end{equation*}
$$

Note that, since $a(\cdot), b(\cdot) \in \mathrm{C}[t, T]$ due to the assumptions imposed on the function $f$, we have $\mathbf{a}(\cdot), \mathbf{b}(\cdot) \in \mathrm{C}[0,1]$. Consider the integral equations

$$
\begin{equation*}
\mathbf{p}(\vartheta)=\overline{\mathbf{p}}(\vartheta)+\frac{1}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{a}(\zeta) \mathbf{p}(\zeta)+\mathbf{b}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in(0,1] \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{q}(\vartheta)=\overline{\mathbf{q}}(\vartheta)+\frac{1}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{a}(\zeta) \mathbf{q}(\zeta)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta, \quad \vartheta \in(0,1] \tag{7.4}
\end{equation*}
$$

where $\overline{\mathbf{p}}(\cdot)$ and $\overline{\mathbf{q}}(\cdot)$ are the functions from (5.4). Taking into account that $\overline{\mathbf{p}}(\cdot), \overline{\mathbf{q}}(\cdot) \in \mathrm{C}^{1-\alpha}(0,1]$ by Lemma 5.2 and then applying Proposition 6.1 , we conclude that integral equations (7.3) and (7.4) have unique solutions $\mathbf{p}(\cdot) \triangleq \mathbf{p}(\cdot \mid t, w(\cdot))$ and $\mathbf{q}(\cdot) \triangleq \mathbf{q}(\cdot \mid t, w(\cdot))$ from $\mathrm{C}^{1-\alpha}(0,1]$, respectively.

Lemma 7.2. The following limit relation holds:

$$
\begin{equation*}
\lim _{\tau \rightarrow t^{+}} \frac{\mathbf{x}(1 \mid \tau)-\mathbf{x}(1 \mid t)}{\tau-t}=\mathbf{p}(1)+\mathbf{q}(1) \ell . \tag{7.5}
\end{equation*}
$$

Proof. Fix $\eta \in(0, T-t)$ and choose numbers $R$ and $L$ according to items (i) and (iii) of Lemma 7.1. Denote $\Omega \triangleq[0,1] \times[-R, R] \times[t, T-\eta]$ and consider the continuously differentiable function

$$
\omega(\vartheta, \mathbf{x}, \tau) \triangleq(T-\tau)^{\alpha} f(\tau+\vartheta(T-\tau), \mathbf{x}), \quad(\vartheta, \mathbf{x}, \tau) \in \Omega
$$

Let $R_{*} \geq 0$ be such that

$$
\left|\frac{\partial \omega}{\partial \mathbf{x}}(\vartheta, \mathbf{x}, \tau)\right| \leq R_{*}, \quad(\vartheta, \mathbf{x}, \tau) \in \Omega .
$$

Let $\varepsilon>0$ be given. Applying Lemma 5.3 and recalling notation (5.7), we can find $\delta_{1} \in(0, T-\eta-t]$ such that

$$
\overline{\mathbf{z}}(1 \mid \tau)+R_{*} E_{\alpha, \alpha}\left(R_{*}\right) \int_{0}^{1} \frac{\overline{\mathbf{z}}(\zeta \mid \tau)}{(1-\zeta)^{1-\alpha}} \mathrm{d} \zeta \leq \frac{\varepsilon}{2}, \quad \tau \in\left(t, t+\delta_{1}\right] .
$$

Let us choose $\kappa>0$ from the condition

$$
\kappa E_{\alpha, \alpha}\left(R_{*}\right)(L+1) B(\alpha, \alpha) \leq \frac{\varepsilon}{2}
$$

and take $\nu>0$ such that, for any $(\vartheta, \mathbf{x}, \tau),\left(\vartheta, \mathbf{x}^{\prime}, \tau^{\prime}\right) \in \Omega$, if $\left|\mathbf{x}-\mathbf{x}^{\prime}\right| \leq \nu$ and $\left|\tau-\tau^{\prime}\right| \leq \nu$, then

$$
\left|\frac{\partial \omega}{\partial \mathbf{x}}(\vartheta, \mathbf{x}, \tau)-\frac{\partial \omega}{\partial \mathbf{x}}\left(\vartheta, \mathbf{x}^{\prime}, \tau^{\prime}\right)\right| \leq \kappa, \quad\left|\frac{\partial \omega}{\partial \tau}(\vartheta, \mathbf{x}, \tau)-\frac{\partial \omega}{\partial \tau}\left(\vartheta, \mathbf{x}^{\prime}, \tau^{\prime}\right)\right| \leq \kappa
$$

Further, due to item (ii) of Lemma [7.1, there exists $\delta_{2} \in\left(0, \delta_{1}\right]$ such that

$$
|\mathbf{x}(\vartheta \mid \tau)-\mathbf{x}(\vartheta \mid t)| \leq \nu, \quad \vartheta \in[0,1], \quad \tau \in\left[t, t+\delta_{2}\right] .
$$

Let us define $\delta \triangleq \min \left\{\nu, \delta_{2}\right\}$.
For every $\tau \in(t, T-\eta]$ and every $\vartheta \in(0,1]$, we denote

$$
\mathbf{r}(\vartheta) \triangleq \mathbf{p}(\vartheta)+\mathbf{q}(\vartheta) \ell, \quad \mathbf{z}(\vartheta \mid \tau) \triangleq\left|\frac{\mathbf{x}(\vartheta \mid \tau)-\mathbf{x}(\vartheta \mid t)}{\tau-t}-\mathbf{r}(\vartheta)\right|
$$

for brevity. Thus, in order to prove relation (7.5), it suffices to verify that the inequality $\mathbf{z}(1 \mid \tau) \leq \varepsilon$ is valid for all $\tau \in(t, t+\delta]$.

Let $\tau \in(t, t+\delta]$ be given. For any $\vartheta \in(0,1]$, based on (7.3) and (7.4) and taking (3.2), (4.5), and (7.2) into account, we derive

$$
\begin{aligned}
\mathbf{r}(\vartheta) & =\overline{\mathbf{p}}(\vartheta)+\overline{\mathbf{q}}(\vartheta) \ell \\
& +\frac{1}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\frac{\partial \omega}{\partial \mathbf{x}}(\zeta, \mathbf{x}(\zeta \mid t), t) \mathbf{r}(\zeta)+\frac{\partial \omega}{\partial \tau}(\zeta, \mathbf{x}(\zeta \mid t), t)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta,
\end{aligned}
$$

and, consequently, in accordance with (4.3), we obtain

$$
\begin{align*}
\mathbf{z}(\vartheta \mid \tau) & \leq \overline{\mathbf{z}}(\vartheta \mid \tau)+\frac{1}{\Gamma(\alpha)} \left\lvert\, \int_{0}^{\vartheta} \frac{\omega(\zeta, \mathbf{x}(\zeta \mid \tau), \tau)-\omega(\zeta, \mathbf{x}(\zeta \mid t), t)}{(\tau-t)(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta\right. \\
& -\int_{0}^{\vartheta} \frac{\frac{\partial \omega}{\partial \mathbf{x}}(\zeta, \mathbf{x}(\zeta \mid t), t) \mathbf{r}(\zeta)+\frac{\partial \omega}{\partial \tau}(\zeta, \mathbf{x}(\zeta \mid t), t)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta \tag{7.6}
\end{align*}
$$

Fix $\zeta \in(0, \vartheta]$. By the mean value theorem, on the segment connecting the points $(\mathbf{x}(\zeta \mid t), t)$ and $(\mathbf{x}(\zeta \mid \tau), \tau)$, there is a point $\left(\mathbf{x}^{\prime}, \tau^{\prime}\right)$ for which

$$
\begin{aligned}
& \omega(\zeta, \mathbf{x}(\zeta \mid \tau), \tau)-\omega(\zeta, \mathbf{x}(\zeta \mid t), t) \\
& \quad=\frac{\partial \omega}{\partial \mathbf{x}}\left(\zeta, \mathbf{x}^{\prime}, \tau^{\prime}\right)(\mathbf{x}(\zeta \mid \tau)-\mathbf{x}(\zeta \mid t))+\frac{\partial \omega}{\partial \tau}\left(\zeta, \mathbf{x}^{\prime}, \tau^{\prime}\right)(\tau-t)
\end{aligned}
$$

Note that $\left(\zeta, \mathbf{x}^{\prime}, \tau^{\prime}\right) \in \Omega$ and, in addition, $\left|\mathbf{x}(\zeta \mid t)-\mathbf{x}^{\prime}\right| \leq \nu$ and $\left|t-\tau^{\prime}\right| \leq \nu$. Hence, in view of the choice of $\nu, R_{*}$, and $L$, we have

$$
\begin{align*}
& \left\lvert\, \frac{\omega(\zeta, \mathbf{x}(\zeta \mid \tau), \tau)-\omega(\zeta, \mathbf{x}(\zeta \mid t), t)}{\tau-t}\right. \\
& \left.\quad-\frac{\partial \omega}{\partial \mathbf{x}}(\zeta, \mathbf{x}(\zeta \mid t), t) \mathbf{r}(\zeta)-\frac{\partial \omega}{\partial \tau}(\zeta, \mathbf{x}(\zeta \mid t), t) \right\rvert\, \\
& \quad \leq \kappa\left(\left|\frac{\mathbf{x}(\zeta \mid \tau)-\mathbf{x}(\zeta \mid t)}{\tau-t}\right|+1\right)+R_{*} \mathbf{z}(\zeta \mid \tau) \\
& \quad \leq \frac{\kappa(L+1)}{\zeta^{1-\alpha}}+R_{*} \mathbf{z}(\zeta \mid \tau) . \tag{7.7}
\end{align*}
$$

From (7.6) and (7.7), using (5.9), we derive

$$
\mathbf{z}(\vartheta \mid \tau) \leq \overline{\mathbf{z}}(\vartheta \mid \tau)+\frac{\kappa(L+1) B(\alpha, \alpha)}{\Gamma(\alpha) \vartheta^{1-\alpha}}+\frac{R_{*}}{\Gamma(\alpha)} \int_{0}^{\vartheta} \frac{\mathbf{z}(\zeta \mid \tau)}{(\vartheta-\zeta)^{1-\alpha}} \mathrm{d} \zeta
$$

for all $\vartheta \in(0,1]$. Taking into account that $\overline{\mathbf{z}}(\cdot \mid \tau), \mathbf{z}(\cdot \mid \tau) \in \mathrm{C}^{1-\alpha}(0,1]$, due to Corollary 6.1 and the choice of $\kappa$ and $\delta_{1}$, we get

$$
\mathbf{z}(1 \mid \tau) \leq \frac{\varepsilon}{2}+\overline{\mathbf{z}}(1 \mid \tau)+R_{*} E_{\alpha, \alpha}\left(R_{*}\right) \int_{0}^{1} \frac{\overline{\mathbf{z}}(\zeta \mid \tau)}{(1-\zeta)^{1-\alpha}} \mathrm{d} \zeta \leq \varepsilon .
$$

The proof is complete.

## 8. Proof of Theorem 3.1

Let $(t, w(\cdot)) \in G$ be fixed. First of all, note that, in view of (5.4) and (7.2), similarly to the proof of Lemma 4.1, it can be verified that
integral equations (3.3) and (3.4) have unique solutions $p(\cdot) \triangleq p(\cdot \mid t, w(\cdot))$ and $q(\cdot) \triangleq q(\cdot \mid t, w(\cdot))$, respectively, which are given by

$$
p(\tau)=\mathbf{p}\left(\frac{\tau-t}{T-t}\right), \quad q(\tau)=\mathbf{q}\left(\frac{\tau-t}{T-t}\right), \quad \tau \in(t, T]
$$

where $\mathbf{p}(\cdot) \triangleq \mathbf{p}(\cdot \mid t, w(\cdot))$ and $\mathbf{q}(\cdot) \triangleq \mathbf{q}(\cdot \mid t, w(\cdot))$ are the solutions of integral equations (7.3) and (7.4), respectively. In particular, we obtain $p(T)=\mathbf{p}(1)$ and $q(T)=\mathbf{q}(1)$, and, hence, it follows from equality (4.7) and Lemma 7.2 that

$$
\begin{equation*}
\lim _{\tau \rightarrow t^{+}} \frac{\rho\left(\tau, \lambda_{\tau}^{(\ell)}(\cdot)\right)-\rho(t, w(\cdot))}{\tau-t}=p(T)+q(T) \ell \tag{8.1}
\end{equation*}
$$

for all $\ell \in \mathbb{R}$, where $\lambda^{(\ell)}(\cdot) \triangleq \lambda^{(\ell)}(\cdot \mid t, w(\cdot))$ (see (5.1)).
According to (2.5), in order to complete the proof of the theorem, we need to take $\lambda(\cdot) \in \Lambda(t, w(\cdot))$ and show that

$$
\begin{equation*}
\lim _{\tau \rightarrow t^{+}}\left|\frac{\rho\left(\tau, \lambda_{\tau}(\cdot)\right)-\rho(t, w(\cdot))}{\tau-t}-p(T)-q(T) \ell(\tau)\right|=0 \tag{8.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell(\tau) \triangleq \frac{1}{\tau-t} \int_{t}^{\tau}\left({ }^{C} D_{0+}^{\alpha} \lambda\right)(\xi) \mathrm{d} \xi, \quad \tau \in(t, T) . \tag{8.3}
\end{equation*}
$$

Let us fix $\eta \in(0, T-t)$ and choose $M \geq 0$ such that $\left|\left({ }^{C} D_{0+}^{\alpha} \lambda\right)(\xi)\right| \leq M$ for a.e. $\xi \in[t, T]$. In the proof of [15, Lemma 1], it is established that the functional $\rho$ satisfies a certain local Lipschitz continuity condition, and, therefore, by [15, Assertion 3], we can find $\mu_{1}>0$ and $\mu_{2}>0$ such that, for any $\lambda^{\prime}(\cdot), \lambda^{\prime \prime}(\cdot) \in \Lambda(t, w(\cdot))$, if $\left|\left({ }^{C} D_{0+}^{\alpha} \lambda^{\prime}\right)(\xi)\right| \leq M$ and $\left|\left({ }^{C} D_{0+}^{\alpha} \lambda^{\prime \prime}\right)(\xi)\right| \leq M$ for a.e. $\xi \in[t, T]$, then the estimate below holds for all $\tau \in(t, T-\eta]$ :

$$
\begin{align*}
& \left|\rho\left(\tau, \lambda_{\tau}^{\prime}(\cdot)\right)-\rho\left(\tau, \lambda_{\tau}^{\prime \prime}(\cdot)\right)\right| \\
& \quad \leq \mu_{1}\left|\int_{t}^{\tau}\left(\left({ }^{C} D_{0+}^{\alpha} \lambda^{\prime}\right)(\xi)-\left({ }^{C} D_{0+}^{\alpha} \lambda^{\prime \prime}\right)(\xi)\right) \mathrm{d} \xi\right|+\mu_{2}(\tau-t)^{\alpha+1} \tag{8.4}
\end{align*}
$$

In particular, for every $\tau \in(t, T-\eta$ ], using definition (8.3) of $\ell(\tau)$ and noting that $\left|\left({ }^{C} D_{0+}^{\alpha} \lambda^{(\ell(\tau))}\right)(\xi)\right|=|\ell(\tau)| \leq M$ for all $\xi \in(t, T)$, we get

$$
\begin{equation*}
\left|\rho\left(\tau, \lambda_{\tau}(\cdot)\right)-\rho\left(\tau, \lambda_{\tau}^{(\ell(\tau))}(\cdot)\right)\right| \leq \mu_{2}(\tau-t)^{\alpha+1} \tag{8.5}
\end{equation*}
$$

Now, let us prove that

$$
\begin{equation*}
\lim _{\tau \rightarrow t^{+}}\left|\frac{\rho\left(\tau, \lambda_{\tau}^{(\ell(\tau))}(\cdot)\right)-\rho(t, w(\cdot))}{\tau-t}-p(T)-q(T) \ell(\tau)\right|=0 \tag{8.6}
\end{equation*}
$$

Arguing by contradiction, assume that there are a number $\varepsilon_{*}>0$ and a sequence $\left\{\tau_{i}\right\}_{i \in \mathbb{N}} \subset(t, T-\eta]$ converging to $t$ as $i \rightarrow \infty$ such that

$$
\begin{equation*}
\left|\frac{\rho\left(\tau_{i}, \lambda_{\tau_{i}}^{\left(\ell\left(\tau_{i}\right)\right)}(\cdot)\right)-\rho(t, w(\cdot))}{\tau_{i}-t}-p(T)-q(T) \ell\left(\tau_{i}\right)\right| \geq \varepsilon_{*}, \quad i \in \mathbb{N} \tag{8.7}
\end{equation*}
$$

Since $\left|\ell\left(\tau_{i}\right)\right| \leq M$ for all $i \in \mathbb{N}$, we can suppose that there exists $\ell_{*} \in \mathbb{R}$ such that $\left|\ell_{*}\right| \leq M$ and $\ell\left(\tau_{i}\right) \rightarrow \ell_{*}$ as $i \rightarrow \infty$. Then, due to (8.4), we have

$$
\begin{align*}
& \left|\frac{\rho\left(\tau_{i}, \lambda_{\tau_{i}}^{\left(\ell\left(\tau_{i}\right)\right)}(\cdot)\right)-\rho(t, w(\cdot))}{\tau_{i}-t}-p(T)-q(T) \ell\left(\tau_{i}\right)\right| \\
& \quad \leq\left|\frac{\rho\left(\tau_{i}, \lambda_{\tau_{i}}^{\left(\ell_{*}\right)}(\cdot)\right)-\rho(t, w(\cdot))}{\tau_{i}-t}-p(T)-q(T) \ell_{*}\right| \\
& \quad+\left(\mu_{1}+|q(T)|\right)\left|\ell\left(\tau_{i}\right)-\ell_{*}\right|+\mu_{2}\left(\tau_{i}-t\right)^{\alpha} \tag{8.8}
\end{align*}
$$

for all $i \in \mathbb{N}$. Hence, in accordance with (8.1), we obtain that the right-hand side of inequality (8.8) tends to 0 as $i \rightarrow \infty$, which contradicts (8.7).

From (8.5) and (8.6), we derive (8.2) and complete the proof.

## 9. Conclusion

In this paper, we have considered the functional $\rho$ (see (1.5) and (2.3)) that associates initial data $(t, w(\cdot)) \in G$ with the endpoint $x(T \mid t, w(\cdot))$ of the solution of Cauchy problem (1.1), (1.2). We have proved that this functional is ci-differentiable of order $\alpha$ and that the corresponding derivatives can be found by solving integral equations (3.3) and (3.4).

In particular, the results of the paper illustrate that the notion of cidifferentiability of order $\alpha$ (see (2.5)), which at first glance seems rather unusual, is actually quite natural and reflects the specifics of dealing with functionals defined in terms of solutions of fractional differential equations. Accordingly, these results, which are of interest in themselves, are also expected to find applications in the study of properties of the value functionals of optimal control problems and differential games for dynamical systems described by such equations.
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## Appendix A. Example

This section presents [1] an example of a pair $(t, w(\cdot)) \in G$ such that, for the corresponding function $\overline{\mathbf{p}}(\cdot)$ defined by (3.1) and (5.4), the expression $\vartheta^{1-\alpha} \overline{\mathbf{p}}(\vartheta)$ does not have a limit as $\vartheta \rightarrow 0^{+}$.

Let us suppose that $T=2$ and take $t=1$. Fix $\vartheta_{*} \in(0,1]$ such that

$$
\int_{0}^{\frac{1}{\vartheta_{*}}} \frac{\mathrm{~d} u}{(1+u)^{2-\alpha}}>2 \int_{\frac{1}{\vartheta_{*}}}^{\infty} \frac{\mathrm{d} u}{(1+u)^{2-\alpha}}
$$

Denote

$$
\vartheta_{i} \triangleq \frac{1}{i!}, \quad \Delta_{i} \triangleq\left(\frac{\vartheta_{i+1}}{\vartheta_{*}}, \frac{\vartheta_{i}}{\vartheta_{*}}\right], \quad i \in \mathbb{N} .
$$

Consider the function $\ell:\left[0, \frac{1}{\vartheta_{*}}\right] \rightarrow \mathbb{R}$ defined by

$$
\ell(\xi) \triangleq \begin{cases}0, & \text { if } \xi \in \bigcup_{i \in \mathbb{N}} \Delta_{2 i-1} \text { or } \xi=0 \\ 1, & \text { if } \xi \in \bigcup_{i \in \mathbb{N}} \Delta_{2 i}\end{cases}
$$

and put

$$
w(\tau) \triangleq \frac{1}{\Gamma(\alpha)} \int_{0}^{\tau} \frac{\ell(1-\xi)}{(\tau-\xi)^{1-\alpha}} \mathrm{d} \xi, \quad \tau \in[0,1] .
$$

We have $w(\cdot) \in \mathrm{AC}^{\alpha}[0,1]$ and $\left({ }^{C} D_{0+}^{\alpha} w\right)(\xi)=\ell(1-\xi)$ for a.e. $\xi \in[0,1]$. In accordance with (3.1) and (5.4), we obtain

$$
\vartheta^{1-\alpha} \overline{\mathbf{p}}(\vartheta)=-\frac{(1-\alpha) \vartheta^{1-\alpha}(1-\vartheta)}{\Gamma(\alpha)} \int_{0}^{1} \frac{\ell(1-\xi)}{(1+\vartheta-\xi)^{2-\alpha}} \mathrm{d} \xi, \quad \vartheta \in(0,1] .
$$

Thus, our goal is to prove that the function

$$
\mathbf{h}(\vartheta) \triangleq \vartheta^{1-\alpha} \int_{0}^{1} \frac{\ell(1-\xi)}{(1+\vartheta-\xi)^{2-\alpha}} \mathrm{d} \xi=\int_{0}^{\frac{1}{\vartheta}} \frac{\ell(\vartheta u)}{(1+u)^{2-\alpha}} \mathrm{d} u, \quad \vartheta \in(0,1],
$$

does not have a limit as $\vartheta \rightarrow 0^{+}$.
Due to the convergence $\vartheta_{i} \rightarrow 0$ as $i \rightarrow \infty$ and the choice of $\vartheta_{*}$, we can find $i_{*} \in \mathbb{N}$ and $\varepsilon_{*}>0$ such that $\vartheta_{2 i_{*}-1}<\vartheta_{*}$ and

$$
\int_{\frac{1}{\left(2 i_{*}+1\right) \vartheta_{*}}}^{\frac{1}{\vartheta_{*}}} \frac{\mathrm{~d} u}{(1+u)^{2-\alpha}} \geq 2 \int_{\frac{1}{\vartheta_{*}}}^{\infty} \frac{\mathrm{d} u}{(1+u)^{2-\alpha}}+\int_{0}^{\frac{1}{2 i_{*} \vartheta_{*}}} \frac{\mathrm{~d} u}{(1+u)^{2-\alpha}}+\varepsilon_{*} .
$$

For every $i \in \mathbb{N}$ such that $i \geq i_{*}$, we derive

$$
\begin{aligned}
\left|\mathbf{h}\left(\vartheta_{2 i}\right)-\mathbf{h}\left(\vartheta_{2 i-1}\right)\right| & \geq \int_{0}^{\frac{1}{\vartheta_{*}}} \frac{\ell\left(\vartheta_{2 i} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u-\int_{0}^{\frac{1}{\vartheta_{*}}} \frac{\ell\left(\vartheta_{2 i-1} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u \\
& -\int_{\frac{1}{\vartheta_{*}}}^{\frac{1}{\vartheta_{2 i}}} \frac{\ell\left(\vartheta_{2 i} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u-\int_{\frac{1}{\vartheta_{*}}}^{\frac{1}{\vartheta_{2 i-1}}} \frac{\ell\left(\vartheta_{2 i-1} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u .
\end{aligned}
$$

Let us estimate the terms from the right-hand side of this inequality. Note that, for any $u \in\left(\frac{1}{(2 i+1) \vartheta_{*}}, \frac{1}{\vartheta_{*}}\right]$, we have $\vartheta_{2 i} u \in \Delta_{2 i}$ and, hence, $\ell\left(\vartheta_{2 i} u\right)=1$.

Consequently, it holds that

$$
\int_{0}^{\frac{1}{\vartheta_{*}}} \frac{\ell\left(\vartheta_{2 i} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u \geq \int_{\frac{1}{(2 i+1) \vartheta_{*}}}^{\frac{1}{\vartheta_{*}}} \frac{\mathrm{~d} u}{(1+u)^{2-\alpha}}
$$

On the other hand, for any $u \in\left(\frac{1}{2 i \vartheta_{*}}, \frac{1}{\vartheta_{*}}\right]$, since $\vartheta_{2 i-1} u \in \Delta_{2 i-1}$, we obtain $\ell\left(\vartheta_{2 i-1} u\right)=0$. Therefore, we get

$$
\int_{0}^{\frac{1}{\vartheta_{*}}} \frac{\ell\left(\vartheta_{2 i-1} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u \leq \int_{0}^{\frac{1}{2 i \vartheta_{*}}} \frac{\mathrm{~d} u}{(1+u)^{2-\alpha}}
$$

In addition, we derive

$$
\int_{\frac{1}{\vartheta_{*}}}^{\frac{1}{\vartheta_{2 i}}} \frac{\ell\left(\vartheta_{2 i} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u+\int_{\frac{1}{\vartheta_{*}}}^{\frac{1}{\vartheta_{2 i-1}}} \frac{\ell\left(\vartheta_{2 i-1} u\right)}{(1+u)^{2-\alpha}} \mathrm{d} u \leq 2 \int_{\frac{1}{\vartheta_{*}}}^{\infty} \frac{\mathrm{d} u}{(1+u)^{2-\alpha}}
$$

As a result, based on the estimates above and the choice of $i_{*}$ and $\varepsilon_{*}$, we conclude that $\left|\mathbf{h}\left(\vartheta_{2 i}\right)-\mathbf{h}\left(\vartheta_{2 i-1}\right)\right| \geq \varepsilon_{*}$ for all $i \in \mathbb{N}$ such that $i \geq i_{*}$, which completes the proof.
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