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The boundary integral equation is solved analytically in the case of
two- and three-dimensional growth of angled dendrites and arbitrary
parabolic/paraboloidal solid/liquid interfaces. The undercooling of a binary
melt and the solute concentration at the phase transition boundary are found.
The theory under consideration has a potential impact in describing more
complex growth shapes and interfaces.
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1 INTRODUCTION

The boundary integral equation was derived for the first time by Nash and Glicksman1,2 for the pure thermal problem of
the solid–liquid interface evolution. Their theory was developed by Langer and Turski3,4 in describing the evolutionary
behavior of ‘solid–liquid’, ‘solid–solid’, and ‘fluid–fluid’ interface functions in the case of a chemical diffusion problem.
This theory was recently extended for propagating interfaces in a binary non-isothermal mixture.5,6 The boundary integral
method was generalized for the rapid crystallization conditions when the solute transport is described by a hyperbolic-type
diffusion equation in recently published theory.7,8

It is well-known that the boundary integral equation completely determines the nonlinear dynamics of the solid–liquid
interface when considering one-component and binary melt solidification processes.3-8 In addition, this equation enables
us to select a stable mode of dendritic growth, that is, to find a relation connecting the steady-state tip velocity and
tip radius of dendritic crystal.9-11 What is more, the boundary integral contains all the information about morphology,
instability, and pattern formation of propagating interfaces, and thus, it defines the morphological diversity of growth
shapes existing in nature and various physical applications.12 In the present article, we find an analytical solution in the
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form of parabolic and linear functions following from the boundary integral theory that reflects the growing shapes and
morphologies in binary systems.

2 THE MODEL

The phase transition interface 𝜁 dividing the solid and liquid material when describing the steady-state crystallization
process in a binary melt takes the form5-7

− Q
m0cp

[
Δ − dc

𝜌
K − 𝛽V − IT

𝜁

]
− Cl∞ = IC

𝜁
, (1)

where Q stands for the latent heat of solidification, m0 is the liquidus slope, cp represents the specific heat, Δ =(
T𝑓 − Tl∞

)
cp∕Q expresses the melt undercooling with Tf being the phase transformation temperature corresponding to

the planar front, dc is the anisotropic capillary length, K is the curvature of solid–liquid boundary, 𝜌 is a characteristic
length scale of a growing shape, 𝛽 is the kinetic coefficient of anisotropic growth, V is the steady-state growth rate, and Tl∞
and Cl∞ are the temperature and solute concentration in the liquid phase far from the growing shape. Note that curvature
K of the solid–liquid boundary in the two- and three-dimensional geometries can be written out as6,7

K(𝜁 ) =
⎧⎪⎨⎪⎩
− 𝜕2𝜁∕𝜕x2[

1+(𝜕𝜁∕𝜕x)2
]3∕2 , two dimensions

−∇ ·
[

∇𝜁√
1+(∇𝜁 )2

]
, three dimensions

. (2)

The boundary integrals IT
𝜁

and IC
𝜁

describing the temperature and concentration contributions are determined by the
interface function 𝜁 (x, y) and take the form5-7

IT
𝜁
= PT

∞

∫
0

d𝜏
2𝜋𝜏

∞

∫
−∞

exp
[
−PT

2𝜏
Σ(x, x1, 𝜏)

]
dx1,

IC
𝜁
= (1 − k0)PC

∞

∫
0

d𝜏
2𝜋𝜏

∞

∫
−∞

Ci(x1) exp
[
−PC

2𝜏
Σ(x, x1, 𝜏)

]
dx1,

Σ(x, x1, 𝜏) = (x − x1)2 + [𝜁 (x) − 𝜁 (x1) + 𝜏]2,

(3)

in the two-dimensional geometry and

IT
𝜁
= P3∕2

T

∞

∫
0

d𝜏
(2𝜋𝜏)3∕2

∞

∫
−∞

∞

∫
−∞

exp
[
−PT

2𝜏
Σ(x, x1, 𝜏)

]
d2x1,

IC
𝜁
= (1 − k0)P3∕2

C

∞

∫
0

d𝜏
(2𝜋𝜏)3∕2

∞

∫
−∞

∞

∫
−∞

Ci(x1) exp
[
−PC

2𝜏
Σ(x, x1, 𝜏)

]
d2x1,

Σ(x, x1, 𝜏) = |x − x1|2 + [𝜁 (x) − 𝜁 (x1) + 𝜏]2,

(4)

in the three-dimensional geometry. Here, PC = 𝜌V∕(2DC) and PT = 𝜌V∕(2DT) are the solutal (chemical) and thermal
Péclet numbers, respectively; DC is the diffusion coefficient; DT is the thermal diffusivity; k0 stands for the equilibrium
segregation coefficient; and Ci = Cl∞ + IC

𝜁
is the concentration at the solid–liquid interface. Note that the variables in

integrals (3) and (4) are dimensionless5-7 (the dimensional form can be found by means of the characteristic length 𝜌).
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3 ANALYTICAL SOLUTIONS

3.1 Parabolic/paraboloidal growth shapes
First, let us seek for a solution of the boundary integral equation (1) in the form of a quadratic function in the
two-dimensional geometry as

𝜁 (x) = ax2 + bx + c, (5)

where a, b, and c represent the constant coefficients and a < 0 if the branches of the parabola are directed downwards.
Substituting this function into the integral IT

𝜁
from Equation (3) and changing the variable of integration (𝜔 instead of 𝜏) as

𝜔 = (x − x1)2

2𝜏
,

we get

IT
𝜁
= PT

2𝜋

∞

∫
0

d𝜔
𝜔

∞

∫
−∞

exp
[
−PT𝜔

(
1 +

(
a(x + x1) + b + x − x1

2𝜔

)2
)]

dx1. (6)

Now introducing new variable

z = −
√

PT𝜔
(

a(x + x1) + b + x − x1

2𝜔

)
,

one can evaluate integral (6) with respect to x1 and obtain

IT
𝜁
= −

√
PT

2
√
𝜋

∞

∫
0

exp (−PT𝜔) d𝜔√
𝜔(a𝜔 − 1∕2)

. (7)

This integral can be easily evaluated if a = 0 as

IT
𝜁
= 1, a = 0. (8)

Here, the following expression is taken into account13:

∞

∫
0

exp(−q𝛼)√
𝛼

d𝛼 =
√

𝜋

q
, q > 0. (9)

Let us now consider the case a ≠ 0 and bring integral (7) into a form that is tabulated

IT
𝜁
= 1 −

√
PT

𝜋
a

∞

∫
0

√
𝜔 exp (−PT𝜔) d𝜔

a𝜔 − 1∕2
. (10)

Now keeping in mind that13

∞

∫
u

√
𝛼 − u
𝛼

exp (−𝜇𝛼) d𝛼 =
√

𝜋

𝜇
exp (−𝜇u) − 𝜋

√
u erfc

(√
u𝜇
)
, u > 0, Re(𝜇) > 0,

we finally obtain from (10)

IT
𝜁
=
⎧⎪⎨⎪⎩
√

− 𝜋PT
2a

exp
(
− PT

2a

)
erfc

(√
− PT

2a

)
, a < 0

1, a = 0
. (11)
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Setting a = −1∕2, we have from (11) the previously found result6,8

IT
𝜁
= PT exp (PT)

∞

∫
1

exp (−PT𝜐) d𝜐√
𝜐

, (12)

which coincides with expressions (30)6 and (5.1).8
The solutal contribution IC

𝜁
entering in the boundary integral (1) can be easily evaluated by analogy with the integral

IT
𝜁

. To do this, we just replace PT by PC and take into account the constant factor (1 − k0)Ci. So, we have from expressions
(3) in the two-dimensional case

IC
𝜁
= (1 − k0)Ci𝑓 (PC), (13)

𝑓 (PC) =
⎧⎪⎨⎪⎩
√

− 𝜋PC
2a

exp
(
− PC

2a

)
erfc

(√
− PC

2a

)
, a < 0

1, a = 0
. (14)

Now substituting IC
𝜁

into expression Ci = Cl∞ + IC
𝜁

, we come to the interfacial concentration, which reads as

Ci =
Cl∞

1 − (1 − k0)𝑓 (PC)
. (15)

Note that expression (15) coincides with expressions (34)6 and (5.8)8 in the limiting case a = −1∕2.
Now we consider the three-dimensional case when the interface function represents a paraboloid of revolution given by

𝜁 (x, 𝑦) = a(x2 + 𝑦2) + b(x + 𝑦) + c, (16)

where a < 0, b, and c are the constant coefficients. To evaluate the thermal integral IT
𝜁

in (4) we replace the variables 𝜔
and y1 by 𝜏 and z1 by means of the following substitutions:

𝜔 = (x − x1)2

2𝜏
, 𝑦 − 𝑦1 = (x − x1)z1. (17)

As a result, the thermal integral simplifies as

IT
𝜁
= −1

2

(PT

𝜋

)3∕2
∞

∫
0

d𝜔√
𝜔

∞

∫
−∞

exp
[
−PT𝜔(1 + z2

1)
]

dz1

a + az2
1 − (2𝜔)−1

∞

∫
−∞

exp
(
−PT𝜔u2) du, (18)

where a < 0 and

u = a(x + x1) + b(1 + z1) + az1 [2𝑦 − (x − x1)z1] +
x − x1

2𝜔
.

Now evaluating two last integrals in (18) and taking into account that13

∞

∫
0

exp
(
−𝜇2v2) dv

v2 + 𝛽2 = 𝜋

2𝛽
erfc(𝛽𝜇) exp

(
𝛽2𝜇2) ,

we have

IT
𝜁
= −PT

a
exp

(
−PT

2a

) ∞

∫
1∕
√
−2a

erfc
[√

PTw
]

dw√
w2 + (2a)−1

, (19)
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where w =
√
𝜔 − (2a)−1. We use the method of differentiation and integration by the parameter 𝛼 =

√
PT to evaluate

integral (19). To do this, we consider the integral

J(𝛼) =

∞

∫
1∕
√
−2a

erfc [𝛼w] dw√
w2 + (2a)−1

.

Its differentiation gives

J′(𝛼) = −
exp

[
𝛼2 (1 + (2a)−1)]√

𝜋

∞

∫
1

exp
[
−𝛼2𝛾

]
d𝛾√

𝛾 − 1
,

where 𝛾 = w2 + 1 + (2a)−1. The last integral can be evaluated in terms of elementary functions as13
√
𝜋 exp

(
−𝛼2)∕𝛼.

Taking this into account, we obtain

J′(𝛼) = − 1
𝛼

exp
[
𝛼2

2a

]
.

Now keeping in mind that J(𝛼) → 0 as 𝛼 → ∞, we have after integration

J(𝛼) =

∞

∫
𝛼

exp
[
𝜈2

2a

]
d𝜈
𝜈
.

Now substituting this result into expression (19) and replacing the variable of integration as 𝜈 =
√

PT𝜂, we finally obtain
the thermal integral

IT
𝜁
= −PT

2a
exp

[
−PT

2a

] ∞

∫
1

exp
[

PT𝜂

2a

]
d𝜂
𝜂
. (20)

Note that expression (20) coincides with expressions (31)6 and (5.5)8 in the case a = −1∕2.
In the case a = 0, the thermal integral can be easily found from expression (18). Indeed, keeping in mind (9), we

conclude IT
𝜁
= 1 at a = 0. Thus, we have in the three-dimensional case

IT
𝜁
=
⎧⎪⎨⎪⎩
− PT

2a
exp

[
− PT

2a

] ∞

∫
1

exp
[

PT𝜂

2a

]
d𝜂
𝜂
, a < 0

1, a = 0

. (21)

To find the solutal integral IC
𝜁

in the three-dimensional growth geometry, we should again replace PT by PC and take
into consideration the constant factor (1 − k0)Ci. As a result, we have from expression (4) in the three-dimensional case

IC
𝜁
= (1 − k0)Cig(PC), (22)

g(PC) =
⎧⎪⎨⎪⎩
− PC

2a
exp

[
− PC

2a

] ∞

∫
1

exp
[

PC𝜂

2a

]
d𝜂
𝜂
, a < 0

1, a = 0

. (23)

Substitution of IC
𝜁

into Ci = Cl∞ + IC
𝜁

gives the interfacial concentration in the case of three-dimensional growth

Ci =
Cl∞

1 − (1 − k0)g(PC)
. (24)

Note that expression (24) again coincides with expressions (34)6 and (5.8)8 in the limiting case a = −1∕2.
The undercooling 𝛥 is defined by Equation (1). If we are dealing with the planar front when a = 0, the solid–liquid

interface curvature K(𝜁 ) becomes zero and Equation (1) is satisfied automatically. If the growth shape is parabolic
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FIGURE 1 A sketch of
two-dimensional angled dendrite (left
panel) and three-dimensional angled
dendrite (right panel), which are given
by equations 𝜁 (x) = a|x| and
𝜁(x, 𝑦) = a (|x| + |𝑦|), respectively, with
a = −5 [Colour figure can be viewed at
wileyonlinelibrary.com]

(or paraboloidal), the interface curvature, generally speaking, does not vanish. Therefore, such shapes can satisfy this
equation only approximately when the term proportional to K(𝜁 ) in Equation (1) is much less than other contributions.
This occurs, for example, if the factor dc∕𝜌 is small enough too. Keeping this in mind, we arrive at the undercooling of a
binary melt

Δ = 𝛽V + IT
𝜁
−

m0cp

Q

(
IC
𝜁
+ Cl∞

)
. (25)

3.2 Angled dendrite-like growth shapes
From the boundary layer model14 and from the cellular automata modeling,15 it is known that the dendrites can have an
angled shape of their tips. This angled shape of dendrite can also be obtained from the presently developing boundary
integral theory.

Consider the case of two-dimensional angled dendrite growing in a binary mixture. Its shape 𝜁 (x) = a|x|+b is illustrated
in Figure 1 (here, a < 0 and b are constants). For the sake of convenience, the thermal integral IT

𝜁
from (3) can be divided

into two parts as

IT
𝜁
= PT

∞

∫
0

d𝜏
2𝜋𝜏

⎛⎜⎜⎝
∞

∫
0

+

0

∫
−∞

⎞⎟⎟⎠ exp
[
−PT

2𝜏
Σ(x, x1, 𝜏)

]
dx1. (26)

At first, we evaluate the first part, where 𝜁 (x1) = ax1 + b, and 𝛴(x, x1, 𝜏) becomes

Σ(x, x1, 𝜏) = (x − x1)2 + [a(x − x1) + 𝜏]2.

Introducing the new variable 𝜔 = (x − x1)2∕(2𝜏) instead of 𝜏, then replacing x1 by u as u = −
√

PT𝜔
[
a + (x − x1)∕(2𝜔)

]
,

and omitting all mathematical manipulations, we arrive at the first contribution to IT
𝜁

in (26), which reads as

√
PT

2
√
𝜋

∞

∫
0

exp (−PT𝜔)√
𝜔

erfc
[
−
√

PT𝜔

(
a + |x|

2𝜔

)]
d𝜔. (27)

To evaluate the second contribution in (26), we should take into account that

𝜁 (x1) = −ax1 + b, u =
√

PT𝜔
(x − x1

2𝜔
− a
)
.

As a result, we come to the same contribution. Therefore, IT
𝜁

is equal to double expression (27) and reads as

IT
𝜁
=
√

PT

𝜋

∞

∫
0

exp (−PT𝜔)√
𝜔

erfc
[
−
√

PT𝜔

(
a + |x|

2𝜔

)]
d𝜔. (28)
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In the vicinity of dendritic vertex where |x| is small enough, we have

IT
𝜁
=
√

PT

𝜋

∞

∫
0

exp (−PT𝜔)√
𝜔

erfc
(
−a
√

PT𝜔
)

d𝜔 = 2
𝜋

arctan
(
−1

a

)
. (29)

The last expression (29) is obtained by the method of differentiation with respect to the parameter a, integration over
𝜔, and then over a with allowance for IT

𝜁
→ 0 as a → −∞.

Note that the integral IC
𝜁

defined in (3) may be found by analogy with IT
𝜁

as IC
𝜁
= (1 − k0)CiIT

𝜁
. Keeping in mind that

Ci = IC
𝜁
+ Cl∞, we come to

IC
𝜁
=

(1 − k0)Cl∞IT
𝜁

1 − (1 − k0)IT
𝜁

, a < 0. (30)

Let us estimate the integral IT
𝜁

from (4) in the three-dimensional case (see Figure 1) taking into account that 𝜁 (x, 𝑦) =
a (|x| + |𝑦|) + b (a < 0 and b are constants). To do this, we calculate four contributions of the integral IT

𝜁
in (4). The first

contribution corresponds to the following function 𝜁 (x, y) = a(x + y) + b (x > 0, y > 0), and

Σ(x, 𝑦) = (x − x1)2 + (𝑦 − 𝑦1)2 + [a (x − x1) + a (𝑦 − 𝑦1) + 𝜏]2.

Changing 𝜏 by 𝜔 and y1 by z1 using substitutions

𝜏 = (x − x1)2

2𝜔
, 𝑦1 = 𝑦 + (x − x1)z1,

we arrive at the first contribution in the form of

P3∕2
T

2𝜋3∕2

∞

∫
0

∞

∫
0

∞

∫
−𝑦∕(x−x1)

exp
{
−PT𝜔

[
1 + z2

1 +
(

a − az1 +
x − x1

2𝜔

)2
]}

dz1dx1
d𝜔√
𝜔
. (31)

Changing now z1 by u

u =
√

1 + a2z1 − 𝜒(x1, 𝜔), 𝜒(x1, 𝜔) =
a (a + (x − x1)∕(2𝜔))√

1 + a2
,

we get from (31)

PT

4𝜋
√

1 + a2

∞

∫
0

⎧⎪⎨⎪⎩
∞

∫
0

exp [−PT (1 + 𝜅(x1, 𝜔))𝜔] erfc

[
−
√

PT𝜔

(√
1 + a2𝑦

x − x1
+ 𝜒(x1, 𝜔)

)]⎫⎪⎬⎪⎭
d𝜔
𝜔

. (32)

Here, 𝜅(x1, 𝜔) = 𝜒2(x1, 𝜔)∕a2.
Three other terms to IT

𝜁
in expression (4) where x and y have various signs may be determined in the same manner. All

of these terms are identical to expression (32). Keeping this in mind, we multiply (32) by 4 and obtain the final expression.
Let us now pay our attention to the vertex zone where x → 0 and y → 0. In this case, we obtain from (32)

IT
𝜁
= PT

𝜋
√

1 + a2

∞

∫
0

⎧⎪⎨⎪⎩
∞

∫
0

exp [−PT (1 + �̃�(x1, 𝜔))𝜔] erfc
[
−
√

PT𝜔𝜒(x1, 𝜔)
]

dx1

⎫⎪⎬⎪⎭
d𝜔
𝜔

, (33)

where

𝜒(x1, 𝜔) =
a (a − x1∕(2𝜔))√

1 + a2
, �̃�(x1, 𝜔) =

𝜒2(x1, 𝜔)
a2 .
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Replacing the variables of integration accordingly to

𝜔′ = PT𝜔, x′1 = PTx1,

we find from (33)

IT
𝜁
= 1

𝜋
√

1 + a2

∞

∫
0

⎧⎪⎨⎪⎩
∞

∫
0

exp
[
−(1 + 𝜅′)𝜔′] erfc

[
−
√
𝜔′𝜒 ′

]
dx′1

⎫⎪⎬⎪⎭
d𝜔′

𝜔′ , (34)

𝜒 ′ (x′1, 𝜔′) = a
(

a − x′1∕(2𝜔
′)
)√

1 + a2
, 𝜅′ (x′1, 𝜔′) = 𝜒 ′2 (x′1, 𝜔′)

a2 , a < 0.

The integral IC
𝜁

can be evaluated by analogy with IT
𝜁

and takes the form

IC
𝜁
=

(1 − k0)Cl∞IT
𝜁

1 − (1 − k0) IT
𝜁

. (35)

Note that formulas (34) and (35) characterizing the three-dimensional angled crystal are independent of the Péclet
numbers PT and PC. Let us also especially emphasize that the melt undercooling is determined by Equation (1) with IT

𝜁

and IC
𝜁

given by expressions (29) and (30) in two-dimensional angled dendrite or (34) and (35) in three-dimensional angled
dendrite (see Figure 1).

4 CONCLUDING REMARKS

In summary, generalized analytical solutions for the parabolic/paraboloidal growing shapes and angled-like dendrites in
two/three spatial dimensions are found analytically on the basis of the boundary integral theory. These solutions allowed
us to get the thermal and concentration integrals entering in the Gibbs–Thomson condition (1) that determines the under-
cooling in a binary liquid ahead of the growing curved solid–liquid boundaries. The theory under consideration can be
extended to find a stable growth mode of angled-like dendrites in the spirit of previously developed solvability theory.9-11

In addition, this approach can be used in describing the same shapes of solid/liquid interfaces growing in various solidifi-
cation conditions (rapid crystallization, solidification with a mushy layer, ternary systems, convective mechanism of heat
and mass transfer, and solid–solid and liquid–liquid interface propagation may be mentioned16-25).

The presently developed theory can also be used in studying the morphology of more complex solid/liquid shapes and
interfaces propagating into undercooled one-component and binary liquids.
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