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Abstract

Over the past decades, power companies have been implementing load forecasting to determine trends in the electric
power system (EPS); therefore, load forecasting is applied to solve the problems of management and development of power
systems. This paper considers the issue of building a model of medium-term forecasting of load graphs for EPS with specific
properties, based on the use of ensemble machine learning methods. This paper implements the approach of identification of
the most significant features to apply machine learning models for medium-term load forecasting in an isolated power system.
A comparative study of the following models was carried out: linear regression, support vector regression (SVR), decision tree
regression, random forest (Random Forest), gradient boosting over decision trees (XGBoost), adaptive boosting over decision
trees (AdaBoost), AdaBoost over linear regression. Isolation of features from a time series allows for the implementation of
simpler and more overfitting-resistant models. All the above makes it possible to increase the reliability of forecasts and expand
the use of information technologies in the planning, management, and operation of isolated EPSs. Calculations of the total
forecast error have proved that the characteristics of the proposed models are high quality and accurate, and thus they can be
used to forecast the real load of a power system.
©2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Operational planning and efficient management of the EPS operation mode is impossible without reliable load
forecasting, which is carried out for an onward period from several minutes to several days. Load forecasting is
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necessary to optimize onward modes and adjust the current ones, to consider real-time dispatcher requests related
to decommissioning of electric power equipment for repairs, tests, etc. [1].

Load forecasting is carried out based on statistical processing of load data for several preceding days [2]. In
terms of forecast depth, forecasts fall into four different categories:

e Very short-term forecasting: Forecasts are made for a few minutes ahead, and the forecast values are transmitted
to the control unit for sending in real-time. This type of forecasting is used to quickly respond to intraday
fluctuations in electricity demand [3].

e Short-term forecasting: Forecasts are made for the period from several hours to several days ahead, and the
results are used for a wide range of decisions related to the technical and economic optimization of the
functioning of electric power systems, and related to the commitments for high-quality and reliable electricity
supply to consumers [4]. Currently, the importance of on-the-spot and short-term forecasting is increasing for
the reasons associated with the complication of electricity transportation and distribution systems, growing
requirements for the quality and reliability of power supply, as well as the development of new equipment
with automated control systems.

e Medium-term forecasting: In this case, forecasts are made for the period from several hours to several weeks
ahead. The resulting forecasts provide information on weekly fluctuations, and this information is mainly used
for planning network maintenance, setting electricity prices and agreeing on the power distribution mechanism,
etc. [5].

e Long-term forecasting: Forecasts are made for the period from several months to several years ahead, and this
information is usually used to estimate the capacity or analyze the need for new transmission lines [6].

Load forecasting models fall into two main categories: the ones using parametric and non-parametric methods.
While parametric methods are based on analytical models, nonparametric methods build on artificial intelligence.
Although many demand forecast methods have been proposed recently, described below are some of the most widely
used models, which the authors build upon in their current research [7-10].

This paper aims to compare machine learning models for medium-term load forecasting in isolated power
systems.

The object of the study is an isolated EPS of the Gorno-Badakhshan Autonomous Oblast (GBAO) - a region of
the Republic of Tajikistan. In GBAO, the main power consumers are the population, government organizations, and
small businesses. The GBAO EPS is operated by the energy company ‘Pamir Energy’, which has 11 hydroelectric
power plants (HPPs) with a total capacity of 43.5 MW, and of these, two HPPs with daily regulation are located in
different districts of the region. Today, the isolated EPS of GBAO faces serious difficulties associated with a constant
shortage of electricity in the winter period (November—March). The main reasons for the electricity shortage at the
EPS of GBAO are as follows [11,12]:

e Isolated operation of the power system;

e Limited flow of water in rivers in the winter (low-water) period;

e Lack of seasonal energy storage (reservoirs);

e Growth of electricity consumption by the population during the winter heating season.

In [13], models were developed for short-term forecasting of electricity consumption based on time series for
a given EPS; the implementation of those models for medium-term forecasting is problematic due to the fact that
the available reservoirs can only provide daily regulation of uninterrupted power supply. The development of a
medium-term forecasting model is an urgent task for the formation of planned indicators with a horizon of one
week.

For medium-term forecasting, many different methods can be applied, from the simplest regression models to
deep recurrent neural networks. Note that the selection of models should be based on the data analysis and feature
selection results. Setting hyper-parameters of models can be automated using the random search or grid search.
The models themselves and the respective learning algorithms can be found in open-source libraries. Thus, the top
priority task is not the building of a prognostic model, but rather the preceding phase of data analysis and feature
selection, as shown in this paper.

In this research, the task of forecasting is formulated as follows: to build a model that would transform the input
data (features) X into a forecast of daily loads for a week ahead Y *:

Y* = f(X) (1)
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In this paper, the mean absolute percentage error (MAPE) was chosen to be the indicator of the forecast accuracy:

yi*_yi

1 n
MAPE = —Z 5

n

2

i=1

Where n is the number of hours within the dataset; Y7 - forecast load on the ith day; Y; is the true value.

2. Load forecasting data analysis

The dataset under study contains the maximum daily load values (by days of the week) within one month from
November through March, inclusively, for the period of 5 years (2015-2019), 175 values in total (5 years * 5 months
* 7 days of the week).

Before building a forecasting model, it is necessary to assess and select the most significant features. In addition
to calendar data (year, month, and day of the week), the load of the previous period can also be used for forecasting.

Generally, the processing of retrospective data as a time series to identify complex dependencies can be efficiently
performed using recurrent neural networks [14]; but in the task under consideration, the data of the time series is
insufficient for the implementation of the recurrent neural networks. From this time series, certain features need
to be selected using the analysis of correlation coefficients. For this purpose, there has been prepared a graph of
changes in the correlation of the load between a certain specific day and the preceding days (Fig. 1).
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Fig. 1. Correlation between the load on the reference day and the load during the preceding days.

Fig. 1 shows that the highest correlations are observed at the interval of 7 days, which means the similarity
between the same days of the week. Note that the two maximum values marked in Fig. 1 fall on the 35th and the
70th days. These are the points where both days of the week and days of the month coincide. For example, for
forecasting the value of Tuesday, December 2019, the data of Tuesday, December 2018, and 2017 will be the most
useful.

Fig. 2 shows the correlation coefficients between the features in use (y - year, m - month, d — day of the week,
p1 and p, are the load values for the same day of the last year and the year before last, p is the forecasted load).

The resulting dataset structure and an example of one of its entries are shown in Table 1. Months are numbered
from 1 (November) to 5 (December), years are converted to the number of years from the last year of the dataset. The
selected features limit the size of the dataset since the preparation of a dataset requires the data for the previous two
years. Therefore, the data for the two earlier years (2015, 2016) are used only as features, while the target column
p contains the data for the years 2017-2019.

Table 1. The dataset structure and an entry example.
y m d P, MW P2, MW p» MW
3 1 1 29.689 30.456 32.452
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Fig. 2. Correlation coefficients between the dataset features.

3. Building and discussion of forecast models

Since the used dataset is relatively small in terms of both the number of items and the number of features, the
models should not be too complex in terms of the number of learning parameters (model size).

The dataset is divided into two parts: the training part and the test part, the ratio between them is 90% and
10%. The test dataset was not used to set up the models; it was used for the final assessment of the already trained
models. To set up the hyper-parameters of the models, cross-validation was used: the training dataset is divided into
8 parts, each of them in its turn is used as a validation dataset, while the remaining 7 parts are used as a training
dataset.

Thus, each of the models was trained 8 times on different sub-datasets, then checked on validation datasets. The
results obtained were averaged. That way, it is possible to reduce the influence of the dataset splitting method on
the selection of hyper-parameters of models.

It is important to note that the dataset was not mixed, so the testing was carried out under realistic conditions
when the model is trained on historical data and then used in the future on new data.

A comparative study of the following models was carried out: Linear regression; Regression based on the
Support Vector Regression (SVR) [15]; Regression Decision Tree [15]; Random Forest [15,16]; Gradient boosting
over decision trees (XGBoost) [17]; Adaptive boosting (AdaBoost) [15,18] over decision trees; Adaptive boosting
(AdaBoost) [15,18] over linear regressions.

Each of these models is aimed at constructing a regression dependence f between the input parameters X = {x,
X2, ..., X,}, where x; = {year;, month;, day;, p1;, p2;} and the forecasted output power ¥ = {y, y2, ... Yn}, ¥i = pi:

Y*=f(w, X)

where w are model parameters (regression coefficients, parameters of dividing rules of decision trees, etc.).
The process of training the model comes down to solving an optimization problem as follows:

w = argmax(Err(Y, f(w, X)))

where Err(Y, f (w, X)) is the forecast error metric used in the learning algorithm.

The hyper-parameters of the models are shown in Table 2, the results obtained for solving the task (1) with
criterion (2) are shown in Table 3 and in Fig. 3.

Except for SVR which was used for comparison purposes, all other models are based either on regression
equations of the type f (X) = AX + b, or on decision trees, which are an hierarchy of logical rules. The accuracy
of one regression equation or one decision tree is often insufficient. This problem is solved by moving from one
model to an ensemble, that is, a weighted sum of models:

Y =f(X)=) cifi (X)

=1
where ¢ stands for the weights of the models, m is the number of models in the ensemble.
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Fig. 3. Results for the test dataset.

Table 2. Hyper-parameters of models.

Model Hyperparameters

Linear regression Regularization — no; Offset — yes

SVR Kernel — Gaussian radial basis function; y (kernel coefficient) =
0.2;
C (regularization) = 1.0

Decision tree Split strategy — choosing the best; Maximum depth = 5

Random Forest Ensemble size = 30; Maximum tree depth = 4

XGBoost Ensemble size = 60; Learning step = 0.1; Maximum tree depth = 2

AdaBoost over decision trees Ensemble size = 40; Learning step = 0.1; Maximum tree depth = 4

AdaBoost over linear regressionEnsemble size = 4; Learning step = 0.1
Linear regression regularization — no; Linear regression offset —

yes

Table 3. Results by model.

Model MAPE on the training set, %MAPE on validation set, %MAPE on the test set, %
Linear regression 1.29 1.40 1.38

SVR 2.89 3.28 3.52

Decision tree 0.45 1.96 2.82

Random Forest 0.73 1.68 1.68

XGBoost 0.71 1.66 2.03

AdaBoost over decision trees 0.56 1.64 2.11

AdaBoost over linear regressionl.32 1.40 1.30

Fig. 4 shows a comparison of the model that produced the best result (AdaBoost over linear regression) and the
true values for the entire period of 2017-2019; Fig. 5 shows the same for the year of 2019.

Since AdaBoost is a linear sum of models, the final AdaBoost combining four linear regressions can be collapsed
to a linear form Y* = f(X) = AX + B:

yi = f (x;) = a1year; + amonth; + asday; + aspl; +a5p2; +b

Obviously, this task does not require complex models, since even the simplest linear regression has produced an
accuracy close to the best result. The implementation of more complex models using ensembles of decision trees
for the solution of this task has produced the effect of overfitting; their accuracy for the test dataset was significantly
lower than that for the training dataset. It can be assumed that the reason is that the problem under consideration
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Fig. 4. Comparison of the forecast and the true load values, 2017-2019.
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Fig. 5. Comparison of the forecast and the true load values, 2019.

requires rather a continuous form of the dependence of the output power consumption on input factors, primarily
power consumption in the past, than a discrete form or dependence in the form of rules for which regression trees
and ensembles of trees can be are more effective. At the same time, the best result was nevertheless obtained by the
ensemble model, which combined four linear regressions in one model. The resulting error of 1.3% is low enough
for the model to be used in planning the operation of the power system. Also, it should be noted that the forecast
result was over 2% underestimated for a mere two days from the dataset.

4. Conclusion

This study presents a forecasting method that is based on the selection of the most significant features from the
time series and on the ensemble machine learning models, which allows for forecasting the load in the isolated
EPS of GBAO for a week ahead. Seven different models were analyzed to forecast the load of the area under study
based on previous load consumption data. The best result was obtained with an ensemble model (AdaBoost) that
combined four linear regressions in one model.

The results obtained in the course of this study can be used to improve the quality of load forecasting of the
GBAO EPS when making informed decisions about the structure of load in the region. In addition, the proposed
methods can be recommended for other power supply companies that manage isolated EPSs. The use of the ensemble
forecasting model is aimed at increasing the reliability of forecasting in order to ensure high-quality and reliable
power supply to consumers in similar isolated EPSs.

The load forecasting method presented in this study opens up the possibility of planning the loading mode of
generators in an isolated power system and, consequently, optimizing the operating mode of the generators taking
into account the available hydro resources. Based on the daily maximums and the nature of the load changes,
one can determine the expected demand for power generation, which can be further redistributed between hydro

617



P. Matrenin, M. Safaraliev, S. Dmitriev et al. Energy Reports 8 (2022) 612-618

generators depending on the available hydro resources. The provided results allow us to recommend the ensemble
model for medium-term forecasting to optimize the load of generating plants.
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