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We critically reexamine the problem of interatomic exchange interactions, which describe the
total energy change caused by infinitesimal rotations of spins near some equilibrium state in the
framework of constrained spin-density functional theory (cSDFT). For the small variations of the
spin magnetization, such interactions can be always related to the response function (or transverse
spin susceptibility). However, the form of this relation can depend on additional approximations
supplementing the practical calculations. Particularly, the commonly used magnetic force theorem
prescribes the linear relation between the exchange interactions and the response function, while the
exact theory requires this dependence to be inverse, as it can be rigorously derived from cSDFT.
We explore the origin and consequences of these differences in the definition for the wide class
of materials, including ferromagnetic Ni, antiferromagnetic NiO, half-metallic ferromagnetic CrO2,
multiferroic HoMnO3, and layered van der Waals magnets CrCl3 and CrI3. While in most of these
cases, the magnetic force theorem produces quite reasonable results and can be rigorously justifies in
the long wavelength and strong-coupling limits, the exact formulation appears to be more consistent,
especially in dealing with two important issues, which typically arise in the theory of exchange
interactions: (i) the treatment of the ligand states, and (ii) the choice of the suitable variable for
the description of infinitesimal rotations in the system of spins within cSDFT. Both issues can be
efficiently resolved by employing the ideas of adiabatic spin dynamics supplemented with the exact
expression for the exchange interactions. Particularly, the ligand states can produce quite sizable
contributions to the total energy change. For this case, we propose a simple “downfolding” procedure
of elimination of the ligand spins from the model by transferring their effect to the interaction
parameters between the localized 3d spins. Furthermore, the exchange interactions appear to be
sensitive to the definition of the variable, which is used in order to describe the rotations of spins
in cSDFT: generally, the rotations of spin moments and spin magnetization matrix lead to different
results. In this respect, we argue that the rotations of spin moments are more suitable for the
description of low-energy excitations, while the rotations of the whole magnetization matrix cause
much stronger perturbation in the system of spins.

I. INTRODUCTION

The interatomic exchange interactions is a very useful
tool for understanding the properties of magnetic mate-
rials on the microscopic level: it is always nice to have a
transparent toy model representing a complex magnetic
system as a bunch of interacting with each other mag-
netic centers. Such practice is commonly used in the
experiment: for instance, the inelastic neutron scatter-
ing data are frequently interpreted in terms of the spin
model, which gives us an idea about the main magnetic
interactions operating the considered compound. In the
theory, the proper spin model can be constructed by elim-
inating all degrees of freedom except the spin ones, for
instance by using perturbation theory [1] or simply map-
ping the total energy changes obtained for several mag-
netic configurations onto the spin model, as is frequently
done in first-principles electronic structure calculations.
Even without spin-orbit coupling, the model can be

rather complex and, besides commonly used Heisenberg
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pair interactions, include other isotropic multispin con-
tributions. There is only a limited number of examples
where the simplest Heisenberg form of the model can
justified rigorously: (i) The direct exchange interactions,
considered by Heisenberg himself [2]; (ii) The strong-
coupling limit underlying the superexchange [1] and Ru-
derman–Kittel–Kasuya–Yosida interactions [3]; (iii) The
effective interactions occurring between infinitesimally
rotated spins near some equilibrium state [4–6].
In the latter case, the Heisenberg form of the model

follows from the general property of the 2nd order pertur-
bation theory, which allows us to present energy change
caused by local perturbations, occurring at atomic sites,
as the sum of pairwise interactions. Furthermore, since
without spin-orbit coupling the system is isotropic, these
interactions should be described by the scalar products
of spins:

E = −
1

2N

∑

ij

J ij eiej , (1)

where ei is the direction of spin at the site i located
in the lattice point Ri, and N is the number of such
sites. In the ground state all spins are aligned par-
allel to z. The system of infinitesimally rotated spins
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can be specified by their transversal components δe⊥i =
( cosqRi, sin qRi, 0) θ for some spin-spiral configuration
with the propagation vector q. The small polar angle θ is
regarded as a perturbation parameter. Then, if there is
only one magnetic site in the unit cell, the energy change
caused by interactions of these transversal components
of spins is given by δE = − 1

2
Jqθ

2. The generalization to
the multi-site case is straightforward and given by:

δE = −
1

2

∑

µν

Jµν
q θµθν , (2)

with µ and ν numbering the atomic sites in the unit cell.
This equation contains all necessary information about
the interatomic interactions between the spins. The real
space parameters J ij can be obtained via the Fourier
transform of Jµν

q . Therefore, the basic idea is to find
the corresponding energy change in the electronic struc-
ture calculations and map it onto Eq. (2). This can be
done in the framework of spin-density functional theory
(SDFT), which presents a natural way for deriving the
parameters of the spin Hamiltonian “from the first prin-
ciples”. Eq. (2) can be also viewed as the Taylor expan-
sion for the total energy, where each Jµν

q is proportional
to the 2nd derivative of this energy with respect to θµ
and θν , while all 1st derivatives are equal to zero due to
the equilibrium condition.
The main difficulty on the way of practical realiza-

tion of this strategy is that it is not always easy to con-
trol the rotation of magnetization by the given angles
θµ and θν , which should be tuned by applying some ex-
ternal magnetic field. Instead, it is much easier to ro-
tate the exchange-correlation (xc) potential by assuming
that within SDFT it should correspond to rotation of the
magnetization by the same angles. This constitutes the
basis of the magnetic force theorem (MFT) [4–6], which
is widely used in practical calculations [8–12] and was
recently extended for treating new exotic magnetic tex-
tures [13]. The great advantage of MFT is that it allows
us to replace the total energy change with the change of
the single-particle energies [14]. The exchange interac-
tions within MFT are basically given by the transverse
susceptibility (or the response function) [4–6]. Further-
more, starting from this MFT based expression, one can
readily reproduce many well-known results for the ex-
change interactions in the strong-coupling limit [15].

However, the use of MFT for the exchange interac-
tions is an approximation, which is frequently questioned
in the literature [16–18]. The exact expression for the
exchange interactions is also anticipated and can be re-
lated to the inverse response function [17–21]. Never-
theless, the issue is still rather controversial as there is
no detailed analysis of this problem as well as systematic
applications for magnetic materials. The key questions
are still: (i) How good is MFT? (ii) Are there any new
aspects (besides a quantitative improvement) and/or pit-
falls if the exact formalism for the exchange interactions
is used instead of MFT?

In the present paper, we provide a detailed analysis of
this problem starting with the constrained SDFT and fo-
cusing on the exact change of the total energy, which cor-
responds to small rotations of spins near an equilibrium
state (Sec. II A). We will show how the exact expression
for the exchange interactions can be derived (Sec. II C)
and what are the simplifications underlying the use of
MFT (Sec. II B). Then, we will deal with two important
issues, which typically arise in the theory of exchange in-
teractions. The first one is that the real solid consists of
several types of states, some of which, like the transition-
metal 3d states, are primarily responsible for the mag-
netism, while other ones, like the ligand states, are only
magnetised due to the hybridization or weak intraatomic
exchange interactions with the 3d states and alone would
develope no spontaneous magnetization. How is it con-
sistent with the form of the Heisenberg model, which in-
cludes only the localized spins? Although the 3d states,
to certain extent, can be associated with localized spins,
the ligand states definitely cannot. To this end, using the
adiabaticity concept, we will show how the ligand spins
can be naturally eliminated from the model by redefin-
ing the magnetic interaction parameters between the 3d
spins in order to take into account the effect of the lig-
ands (Sec. II D). Another issue is that the exchange inter-
actions depend on the definition of the object, which is
chosen in order to describe the rotations of spins in SDFT
(Sec. II E). Generally, the rotation of the magnetization
matrix does not act the same as the rotation of mag-
netic moments: these are two different processes, which
are characterized by rather different energy scales. The
“right” choice of such object is still largely phenomeno-
logical. Nevertheless, again using the adiabaticity con-
cept, one can argue that the rotation of magnetic mo-
ments (instead of the magnetization matrix) should bet-
ter describe the low-energy excitations in the system of
spins. These ideas are illustrated on a number of ex-
amples: ferromagnetic (FM) face-centered cubic nickel
(fcc Ni, Sec. III A), antiferromagnetic NiO (Sec. III B),
half-metallic FM CrO2 (Sec. III C), multiferroic HoMnO3

(Sec. IV), and layered van der Waals magnets CrCl3 and
CrI3 (Sec. III E). Finally, Sec. IV briefly summarizes re-
sults of our work.

II. ROTATIONS OF MAGNETIZATION AND

TOTAL ENERGY CHANGE

A. General conventions and remarks

Our starting point is the constrained SDFT (or its re-
finements), describing the system of interacting electrons
with the energy [22, 23]

E [m] = T [m] + Exc[m] +
1

2N
hq · (m−mq) , (3)

where T and Exc are, respectively, the kinetic and xc
energies (per one unit cell), depending on the spin mag-
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netization m, and hq is the constraining field enforcing
the given distribution of the spin magnetization mq. For
the sake of simplicity, we drop here all dependencies on
the electron density.

The search of the constrained energy in SDFT is re-
duced to self-consistent solution of one-electron Kohn-
Sham (KS) equations with the Hamiltonian Ĥ [23]. In or-
der associate the magnetization with the atomic sites, we
have to formulate this KS problem on a lattice, by adopt-
ing the appropriate representation of localized Wannier

orbitals [24, 25] and constructing Ĥ =
[
Hab

ij

]↑,↓
in the

basis of such orbitals, which are denoted as a and b for
the atomic sites i and j. Furthermore, we assume that
the magnetic ground state for hq = 0 is collinear. There-

fore, Ĥ may depend on the spin indices σ = ↑ or ↓,
but remains diagonal with respect to them. Then, the

site-diagonal part of Ĥ can be presented as 1
2
v̂i +

1
2
σ̂z b̂zi ,

where σ̂ = (σ̂x, σ̂y, σ̂z) denotes the vector of Pauli ma-

trices, v̂i = Ĥ↑
ii + Ĥ↓

ii represents the scalar potential,

and b̂zi = Ĥ↑
ii − Ĥ↓

ii is the xc field, which for an arbi-
trary direction of the magnetization is given by the vector

b̂i = (b̂xi , b̂
y
i , b̂

z
i ).

The magnetization at the site i is related to the density
matrix

n̂i =

(
n̂↑↑
i n̂↑↓

i

n̂↓↑
i n̂↓↓

i

)
(4)

as m̂i = TrS{σ̂n̂i} (with TrS denoting the trace over
the spin indices) and remains a matrix in the subspace
spanned by the orbital indices: m̂i = [mab

i ]. Sim-

ilar property holds for b̂i and ĥi. Hence, the spin
moment is given by the trace over the orbital indices:

Mi = TrL {m̂i}. In SDFT, b̂i is related to m̂i as

b̂i = 2NδExc[m]/δm̂i. If Exc is an additive function of

m̂i at different sites, b̂i is local and at each site depends
only on m̂i at the same site. Then, it is convenient to
introduce the vector ~mT = ( . . . , m̂i, . . . ) composed of
m̂i at different sites and similar vectors for the xc and
external field: ~bT and (~hq)

T , respectively.
Our goal is to find the energy change caused by

infinitesimal rotations of the magnetization near the
ground state. Thus, if m̂i = (0, 0, m̂z) is the trans-
lationally invariant ground-state magnetization, the ro-
tated magnetization m̂qi can be written as

m̂qi = ( θ cosqRi, θ sin qRi, 1−
θ2

2
) m̂z. (5)

This change of the magnetization is induced by

ĥqi = (cosqRi, sin qRi, 0) ĥq, (6)

but the angle θ is additionally affected by the change
of the xc field. The corresponding total energy can we
written as

E [ ~mq] = Esp

(
~hq + ~bq

)
−

1

2N
~mq · (~hq + ~bq) + Exc[ ~mq], (7)

where the first two terms correspond to T in Eq. (3): Esp
is the sum of the occupied KS single-particle energies for

the external field ~hq and corresponding to it xc field ~bq,
while the second term subtracts the interaction of ~mq

with these fields. In these notations, ~mq · ~hq denotes
the dot product of two vectors with the summation over
two orbital indices as

∑
ab m

ab
qih

ba
qi and, if necessary, the

atomic indices.

Then, Exc[ ~mq] is invariant with respect to rotations
of the spin magnetization, which is a consequence of the
gauge invariance in SDFT [26–28]. Therefore, Exc[ ~mq]
does not contribute to the total energy change. Similar

property holds for ~mq · ~bq: due to the gauge invariance,
any rotation of the spin magnetization will rotate the xc

field by the same amount [28], thus making ~mq ·~bq invari-
ant. This can be clearly seen for the local xc functional

of the form

Exc[ ~m] = −
1

4N

∑

i

~mi · Ixc ~mi, (8)

where Ixc = [Ixc(ab, cd)] is the rank 4 tensor, which can
be constructed as discussed in Ref. [30]. Then, we have

~bi = −Ixc ~mi (9)

and, therefore, ~bi ‖ ~mi. The possibilities other than
Eq. (8) were discussed in Ref. [28]. Thus, m̂qi given by
Eq. (5) should correspond to

b̂qi = ( θ cosqRi, θ sin qRi, 1−
θ2

2
) b̂z, (10)

which consists of transversal, δ ~m⊥
q (i.e., ∈ xy-plane) and

longitudinal (‖ z) parts.
Then, the change of the single-particle energies is given

by [29, 30]
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δEsp =
1

4N

(
~hq + δ~b⊥q

)
·R

(
~hq + δ~b⊥q

)
−

1

4N
~bz · ~mz θ2, (11)

in terms of the rank 4 response tensor R, relating the
transversal magnetization, δ ~m⊥

q , with the magnetic field:

R(~hq + δ~b⊥q ) = δ ~m⊥
q (all the details will be given be-

low). The first term in Eq. (11) is nothing but the energy
change in the 2nd order of perturbation theory with re-

spect to ~hq + δ~b⊥q , while the second term appears in the
1st order of perturbation theory with respect to the lon-

gitudinal change of the xc field, − 1
2
b̂zθ2. Then, using the

definition of R and noting that δ~b⊥q · δ ~m⊥
q = ~bz · ~mz θ2,

one can find that

δEsp =
1

4N
δ ~mq · ~hq. (12)

By combining it with the second term of Eq. (7) and

noting that ~mq · ~bq does not depend on θ, we arrive at
simple but exact expression for the total energy change:

δE = −
1

4N
δ ~mq · ~hq. (13)

Quite naturally, there would be no energy change without
the constraining field.

B. MFT based expression

Before turning to the exact theory, let us consider the
MFT based expression for the exchange interactions. It

can be derived from Eq. (11) assuming ~hq = 0. In this

case, the second term in Eq. (7) does not contribute to
the total energy change, which is formally given only by

δEsp. The basic idea here is that δ~b
⊥
q plays the role of con-

straining field, though it does not guarantee to reproduce
the required magnetization change given by Eq. (5): the
input xc field can be indeed taken in the form of Eq. (10),
corresponding to the magnetization (5). However, the
new magnetization, obtained from the solution of KS
equations with only the xc field (10) will deviated from
Eq. (5) as, without applying the external field, it will tend
to relax toward the collinear ground state [17]. This can
be paraphrased differently: although for isolated atoms
there is one-to-one correspondence between Eqs. (5) and
(10), it is violated in solids because of additional con-
tributions coming from the kinetic energy change, which
tend to additionally rotate the magnetization. Thus, the
MFT is an approximation. Nevertheless, in many cases
it provides quite a reasonable description of the magnetic
properties, at least on a semi-quantitative level.

Then, it is convenient to make a transformation to
the local coordinate frame, in which δm̂⊥

i (and all other
vectors) are parallel to x: δm̂⊥

i = (δm̂x, 0, 0), and ex-

press δ ~mx via δ~bx using the response tensor Rq ≡
[Rq(ab, cd)] [32]:

δ ~mx = Rq

(
~hx + δ~bx

)
, (14)

where

Rq(ab, cd) =
1

2

BZ∑

k

∑

mn

f↑
mk − f↓

nk+q

ε↑mk − ε↓nk+q

{
(Ca↑

mk)
∗Cb↓

nk+q(C
c↓
nk+q)

∗Cd↑
mk + h.c.

}
, (15)

in terms of eigenvalues εσmk and eigenvectors |Cσ
mk〉 =

[ . . . , Caσ
mk, . . . ]

T
of the KS quasiparticles (in the Bloch

representation and expanded in the basis of Wannier or-
bitals), and the Fermi distribution function fσ

mk [29].
Here, the Hermitian conjugate (h.c.) means the inter-
change the orbital indices a ↔ b and c ↔ d combined
with the complex conjugation. The summation over k-
points runs over the first Brillouin zone (BZ).
So far our analysis was limited by one site in the unit

cell. The generalization to the multi-site case is straight-
forward: the elements of the tensor Rq will depend on
the indices µ and ν of atoms in the unit cell. Further-
more, it should be understood that the orbital indices a

and b belong to the site µ, while c and d belong to the
site ν.
Then, since δb̂xµ = θµb̂

z
µ and ~hx = 0, we will have:

δEsp =
1

4

∑

µν

(
~bzµ ·Rµν

q
~bzν −~bzµ · ~mz

µ δµν

)
θµθν (16)

and, therefore,

Jµν
q = −

1

2

(
~bzµ ·Rµν

q
~bzν −~bzµ · ~mz

µ δµν

)
. (17)

Taking into account that
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Rµν
q (ab, cd) = −

1

2π

BZ∑

k

Im

∫ εF

−∞

dε
{
Gda↑

νµ (ε,k)Gbc↓
µν (ε,k + q) +Gda↓

νµ (ε,k + q)Gbc↑
µν (ε,k)

}
,

where Gbcσ
µν are the matrix elements of the one-electron

Green function

Ĝσ(ε,k) =
∑

n

|Cσ
nk〉〈C

σ
nk|

ε− εσnk + iδ
,

it is straightforward to see that Eq. (17) is nothing but
the MFT based formula for the exchange interactions [4–
7]. The second term in the parantheses does not con-
tribute to the real space parameters of interatomic ex-
change interactions. Nevertheless, it is important in or-
der to fulfil the sum rules. Indeed, using the property

Ĝ↑(ε,k)− Ĝ↓(ε,k) = Ĝ↑(ε,k)b̂zĜ↓(ε,k),

which follows from the definition of the Green function,
one can find that

~mz
µ =

∑

ν

R
µν
0

~bzµ.

Then, the second term in Eq. (17) can be rearranged as

~bzµ · ~mz
µ =

∑

ν

~bzµ ·Rµν
0

~bzν =
∑

ν

~mz
µ ·
[
R

−1
0

]µν
~mz

ν . (18)

As was shown in the previous section, the contribution
(16) to the total energy change should vanish in the exact
formalism due to the cancellation between two contribu-
tions in the parentheses. However, in the case of MFT

we have R δ~b⊥q = δ ~m′
q, which is not the same as the

required transversal magnetization ~m⊥
q . Thus, the can-

cellation does not occur, but only because of an intrinsic
error of MFT for this particular case.
The fact that the energy change (16) near the ground

state can be fully expressed in terms of the electronic
structure of this ground state (thus requiring no addi-
tional self-consistency) is regarded as one of the main
advantages of MFT [6]. Nevertheless, below we will show
that absolutely the same property holds for the exact ex-
pression.

C. Exact expression

Now, we turn to the analysis of exact expression (13)

for the total energy change. Formally, ~hq serves as an
input parameter, while δ ~m⊥

q can be again expressed via
~hq and δ~bq using Eq. (14) of the linear response theory
in the local coordinate frame, which yields

δE = −
1

4

(
~hx ·Rq

~hx + ~hx ·Rqδ~b
x
)
, (19)

where the dot product implies the summation also over
the site indices. However, this expression requires an

extra step in order to connect the field ~hx with the angles
{θµ}. This can be done by using (14) and applying the

self-consistent linear response theory to obtain δ~bx [29–
31]. Thus, although such procedure can be realized, it is
not very practical. It appears to be more convenient to
reformulate the problem in a different way, by treating
δ ~m⊥

q as the input parameter, and finding corresponding

to it ~hq from the linear response theory:

~hx = R
−1
q δ ~mx − δ~bx. (20)

which yields:

Jµν
q =

1

2

(
~mz

µ · [R−1
q ]µν ~mz

ν −~bzµ · ~mz
µ δµν

)
. (21)

This expression is an exact analog of Eq. (17) and can

be formally obtained from it by replacing ~bzµ → ~mz
µ

and Rq → R
−1
q , with the additional change of sign in

the whole expression. We would like to emphasize that
Eq. (21) has the same merits as its MFT-based analog:
the exact interactions are fully determined by the elec-
tronic structure and parameters of the ground state. In
this sense, the total energy change near the ground state
is the property of this ground state, which can be found
analytically, without additional self-consistency.
Eq. (21) can be further rearranged using Eq. (9) and

expressing ~bzµ via ~mz
µ as ~bzµ = −I

µ
xc ~m

z
µ, which yields

Jµν
q =

1

2

(
~mz

µ · [R̃
−1

q ]µν ~mz
ν

)
, (22)

in terms of the self-consistent response tensor R̃q =

Rq [1+ IxcRq]
−1

, satisfying the condition δ ~mx =

R̃q
~hx.

Then, using Eqs. (9), (17), and (22), and the approx-

imation (~bz)−1 ⊗ (~bz)T ≈ 1 for the rank 4 unity tensor
1 ≡ [1(ab, cd)] = [δacδbd], it is straightforward to obtain
the following expression, connecting the exact parame-
ters (Jq) with the ones based on MFT (JMFT

q ):

Jq ≈ JMFT

q

[
1− 2(~bz)−1 · (~mz)−1JMFT

q

]−1

, (23)

where we drop for simplicity the atomic indices. In these

notations, (~bz)−1 is the vector, which for each atomic site
is constructed from the elements of the inverse matrix
and the dot symbol implies the summation over the or-
bital indices, as described above. Eq. (23) is nothing but
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the “renormalized magnetic force theorem” proposed by
Bruno [17]. Nevertheless, we would like to note here that
Bruno considered a spherical case spherical case, where
for each atomic site bzab = bzδab and, therefore, the prop-

erty (~bz)−1 ⊗ (~bz)T = 1 is exact. In a more general case

of aspherical (~bz), Eq. (23) is an approximation, while
the correct expression is given by Eq. (21). Neverthe-
less, Eq. (23) is very convenient as it shows that Jq can
be indeed reduced to JMFT

q at least in two cases: (i) long
wavelength limit q → 0 and (ii) strong-coupling limit
~bz → ∞.

D. Adiabaticity and elimination of the ligand states

Jµν
q contains all the information about the exchange

interactions, involving all sites in the unit cell. However,

these sites can be of completely different origin. The typ-
ical situation is realized in transition-metal (TM) oxides,
where the TM 3d states are primarily responsible for the
magnetism and can be modeled by localized spins. On
the other hand, the oxygen sites carry only small mag-
netic moments, which are induced by the hybridization
with the TM 3d states. Nonetheless, the magnetic po-
larization of the oxygen sites plays a very important role
by mediating the exchange interactions between the TM
sites [33]. Generally, the effect of such polarization is not
negligible and should be rigorously taken into account.
In the present section we consider how this can be done
in the framework of the exact theory of exchange inter-
actions.
Let us consider a general situation where all atomic

states can be divided in two groups: the magnetic (T)
states and the remaining ligand (L) states. Then, the
energy change (2) can be written as:

δE = −
1

2

(
θTTJ

TT
q θT + θTTJ

TL
q θL + θTL J

LT
q θT + θTL J

LL
q θL

)
, (24)

where each of JAB
q is the matrix in the subspace spanned

by the indices of T or L states, and θA is the column
vector with the same indexing (the italic T denotes the
matrix transposition, as before).

In principle, one can propose several scenarios of how
to treat the L-states. All of them rely on some ini-
tial assumptions about the spin dynamics in the system.
Namely, the adiabatic spin dynamics implies that all de-
grees of freedom can be divided into “slow magnetic” and
“fast electronic” ones, so that for each instantaneous con-
figuration of spins, the electronic variables have sufficient
time to adjust the magnetic ones and reach the equilib-
rium [34, 35]. In this particular case, the key question
is what is the nature of the L-states and whether they
should be treated as “slow” or “fast”? [30]. Although the
question involves many different aspects related to the
role of the L-states and their implications to the mag-
netic properties of TM compounds, the reasonably good
assumption seems to be “fast” [30], which we will explore
below in details.

Thus, for each configuration of angles θT, the angles θL
can be found from the equilibrium condition: ∂

∂θT

L

δE = 0,

which yields

θL = −
[
JLL
q

]−1
JLT
q θT. (25)

Substituting it into Eq. (24) one can eliminate (or down-
fold) θL and obtain the following equation for δE , solely
in terms of θT:

δE = −
1

2
θTT J̃TT

q θT (26)

with the downfolded parameters

J̃TT
q = JTT

q − JTL
q

[
JLL
q

]−1
JLT
q . (27)

This idea of downfolding is quite general and can be
applied to any kind of the exchange interactions: exact or
approximate ones. However, since it is based on the vari-
ational principle and search for the energy minimum for
the given configuration of the T-spins, it is more suitable
for the exact theory aiming to describe the exact change
of the total energy. In this respect, it is important to
note that although MFT works reasonably well for the
magnetic T-states, the description of the L-states within
MFT is more subtle and any attempts to improve MFT
(for instance, using Bruno’s approach [17]) mainly correct
to the behavior of this group of states [8]. This is also
related to the fact that the behavior of the L-states is far
from the strong-coupling limit, where MFT is expected
to work well. In the view of these arguments, MFT does
not seem to be a good starting point for this downfolding
procedure and, as we will see below, the exact approach
typically produces more consistent results.
Finally, we would like to note that a different strat-

egy for the elimination of the L-states has been proposed
recently in Ref. [36].

E. “Right” object to rotate: magnetization matrix

versus magnetic moments

The next important question is what is the “right”
perturbation of the spin magnetization at each site of
the system, which should be used for the evaluation of
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the total energy change (2) and the exchange interaction
parameters (21)? One possible answer is δm̂x

µ = θµm̂
z
µ

(in the local coordinate frame), where each element of the
magnetization matrix m̂z

µ at the site µ is rotated by the
same angle θµ. Similar strategy is used in MFT, where
the xc field is the matrix and each element of this matrix
is also rotated by the same angle [9, 10]. Nevertheless,
such form of the rotation is our assumption made about
the low-energy excitations in the system of spins, which
is materialized in the constraint condition (3). Is this
choice unique? Are there other perturbations of the spin
magnetization matrix, resulting in the same rotations of
the spin magnetic moments, but at lower energy cost? In
this section, we further explore such possibilities.
For the symmetric matrix m̂z

µ one can always choose
the diagonal representation m̂z

µ = diag( . . . , ma,z
µ , . . . )

with respect to the orbital indices. In principle, each or-
bital in such representation can be rotated by its own
angle θaµ, which would yield the transversal magnetiza-
tion m̂x

µ = diag( . . . , θaµm
a,z
µ , . . . ). Nevertheless, these

angles are subjected to the additional constraint con-
dition such that the spin moment Mx

µ = TrL
{
m̂x

µ

}

should be equal to θµM
z
µ, corresponding to the rotation

of Mz
µ = TrL

{
m̂z

µ

}
by the angle θµ. Importantly, this

condition is softer than rigid rotation of the spin magneti-
zation matrix with the same θaµ = θµ for all a. Therefore,
it is reasonable to expect that the energy change will be
smaller so as the corresponding exchange coupling pa-
rameters. This can be viewed again in the light of the
adiabaticity concept, where all degrees of freedom in m̂z

µ

are divided in two parts: “slow”Mz
µ and “fast” remaining

parameters, which instantaneously follow the rotations of
Mz

µ.
The mathematical formulation of the problem

should be based on the minimization of the energy
change (13) with the additional constraint condition∑

a

(
θaµ − θµ

)
ma,z

µ = 0 at each site of the system. Then,
this energy change is given by

δE = −
1

4

∑

µa

{
θaµm

a,z
µ ha,x

µ −
(
θaµ − θµ

)
ma,z

µ λµ

}
, (28)

where λµ are the Lagrange multipliers. By minimizing
it with respect to θaµ it is straightforward to find that
ha,x
µ = λµ. Thus, we arrive at simple but important

conclusion: in order to rotate the spin moments at the
minimal energy cost, the external field in the subspace of
orbital indices at each site should be proportional to the
unity matrix, hab, x

µ = hx
µδab.

Then, in terms of the linear response theory, we
have θµM

z
µ =

∑
ν R

µν
q (hx

ν + bzνθν), where Rµν
q =∑

acR
µν
q (aa, cc) and bzν = 1

nν

TrL{b̂
z
ν} is the average field

at the site ν (with nν being the number of orbitals). The
corresponding energy change will be given by Eq. (2) with
the parameters

Jµν
q =

1

2

(
Mz

µ

[
R

−1
q

]µν
Mz

ν − bzµM
z
µδµν

)
, (29)

where Rq ≡ [Rµν
q ] is the matrix in the subspace of atomic

indices. This is an analog of Eq. (22), but reformulated
for the rotations of the spin moments instead of the whole
magnetization matrix.

III. APPLICATIONS

In this section we present results of calculations of
the interatomic exchange interactions using the magnetic

force theorem, which are denoted as “b̂-based” (i.e., ob-
tained by rotating the matrix of the xc field), and exact
expressions for the energy change corresponding to rota-
tions of the spin magnetization matrix and spin magnetic
moments (denoted as “m̂-based” and “M -based”, respec-
tively). All the calculations were performed using linear
muffin-tin orbital (LMTO) method in the atomic spheres
approximation [37, 38]. Then, for most applications (ex-
cept fcc Ni) we constructed a minimal model, including
only the TM 3d and main ligand states. The details will
be specified below, separately for each case. The minimal
model was constructed in the basis of appropriate Wan-
nier functions by applying the projector operator tech-
nique [24, 25]. We deliberately use the local spin density
approximation (LSDA), even despite well known limita-
tions of this approximations for the description of TM
oxides and other strongly correlated systems [39]. In this
work, we are not aiming at improving LSDA. Neverthe-
less, we believe that the rigorous analysis of interatomic
exchange interactions should shed more light on the prob-
lem of what and why should be improved in LSDA. As
we will see, in a number of cases the situation can be
indeed rather nontrivial. For the practical purposes, we
employ the Vosko-Wilk-Nusair LSDA functional [40].

A. fcc Ni

The FM fcc Ni is one of the popular testbed systems
serving to explore abilities of various theories and mod-
els of magnetism [7]. Therefore, we would also like to
start our analysis with the comparison of magnetic inter-
actions in fcc Ni, calculated by employing three different
techniques. We use the standard LMTO method in the
basis of Ni 3d4sp orbitals without the wannierization.
Furthermore, the 3d states were regarded as “magnetic
states”, while the remaining 4sp states were associated
with the “ligand states”. The response tensor was cal-
culated on the mesh of the 90 × 90 × 90 k-points and
10× 10× 10 q-points in the first Brillouin zone.
The spin-wave dispersion ωq = 2

M
(J0 − Jq) along the

Γ-X direction of the Brillouin zone is shown in the left
panel of Fig. 1. The corresponding parameters of ex-
change interactions in the real space, obtained by the
Fourier transform of Jq, are shown in the right panel.
The values of Curie temperature in the mean-field ap-
proximation kBT

MF
C = 1

3

∑
j J

ij (in terms of the real-

space parameters J ij) and the random phase approxi-
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FIG. 1. Left panel: Spin-wave dispersion for the FM fcc Ni
with the parameters obtained in the framework of magnetic
force theorem for the infinitesimal rotations of the xc field
(denoted as b̂-based) and the exact formalism, corresponding
to rotations of the whole magnetization matrix (m̂-based) and
spin magnetic moments (M -based). Bare contributions of the
Ni 3d states are shown by closed symbols, while those taking
into account the contributions of the “ligand” Ni 4sp states
are shown by open symbols. The experimental data are from
Ref. [42]. Right panel: Distance dependence of interatomic
exchange interactions obtained by using the same techniques.

mation (RPA) [41],

kBT
RPA
C =

1

3

(
∑

q

1

(J0 − Jq)

)−1

, (30)

are listed in Table I.
Basically, for fcc Ni we were able to reproduce the main

results of Ref. [7] by Katsnelson and Lichtenstein, which
can by summarized as follows: (i) the MFT based ex-
change parameters better agree with the experimental
spin-wave dispersion [42]; (ii) On the other hand, the ex-
act treatment, based on the inverse response function,
improves the agreement with the experimental data for

TABLE I. Curie temperature in fcc Ni (in K) as obtained in
the mean-field approximation (TMF

C ) and RPA (TRPA

C ) for the

parameters derived by rotating (i) the xc field (denoted as b̂-
based), (ii) the whole magnetization matrix (m̂-based), and
(iii) spin magnetic moments (M -based), where (i) is based on
MFT, while (ii) and (iii) are based the exact expression for the
total energy change. Bare contributions of the Ni 3d states are
denoted as 3d, and the ones including the effect of the “ligand”
Ni 4sp states are denoted as 3d+L. The experimental Curie
temperature is about 627 K [43].

b̂-based m̂-based M -based

3d 3d+L 3d 3d+L 3d 3d+L

TMF

C 307 296 746 760 666 683

TRPA

C 277 266 594 611 524 542

TC, as was also pointed out by Bruno [17]. Nevertheless,
the agreement is merely quantitative as the theoretical
values for TC are probably subjected to further correc-
tions including the quantum effects, etc. [7]. In any case,
an interesting point of this analysis is that the simple
Heisenberg model with the same parameters fails to de-
scribe simultaneously the spin-wave dispersion and TC

for fcc Ni, thus confirming results of the previous stud-
ies [35].
Regarding the exact theory, in this particular case

there is no much difference whether it is formulated in
terms of the magnetization matrix (m̂-based) or the spin
magnetic moments (M -based). As expected, the rota-
tions of spin magnetic moments are less energy costly
than those of the magnetization matrix. However, in all
other respects, these two methods provide quite compa-
rable results for the spin-wave dispersion and the real
space parameters of exchange interactions, which sub-
stantially exceed the results obtained by rotating the xc
field in the framework of MFT. Quite naturally, the mag-
netism of fcc Ni is almost solely associated with the 3d
states, while the contributions of the “ligand” 4sp states
are small and do not play a significant role.

B. Antiferromagnetic NiO

The TM monoxides is another popular class of ma-
terials, which is widely used for testing the theories
and concepts aiming at the description of strongly cor-
related systems [39, 44]. A special attention is paid
to superexchange interactions responsible for the for-
mation of the type-II antiferromagnetic (AFM) ground
state [1, 44, 45]. Particularly, the LSDA is known to
overestimate these interactions, which is directly related
to the underestimation of the energy gap [39, 44]. The
main reason is the “wrong” averaged interaction parame-
ter Iν

xc =
1
n2
ν

∑
ac I

ν
xc(aa, cc), responsible for the splitting

between occupied and unoccupied states in LSDA, which
should be replaced by much stronger Coulomb repulsion,
Uν , enforcing the strong-coupling limit [39]. In this sec-
tion, we will turn to the analysis of NiO, also within
LSDA. Particularly, we will show that in this case MFT
substantially overestimates the interatomic exchange in-
teractions and Néel temperature, TN, in agreement with
the previous finding. Nevertheless, the situation is more
complex and not only limited to the overestimation of the
superexchange interactions. The exact expression, based
on the inverse response function, further deteriorates the
agreement with the experimental data.
We use the minimal model for the electronic struc-

ture formulated in the basis of Ni 3d and O 2p Wannier
functions. All calculations are performed for the type-
II AFM state in the ideal rock-salt structure (Fig. 2).
The response tensor was calculated on the mesh of the
16 × 16 × 16 k-points and 10 × 10 × 10 q-points in the
first Brillouin zone.
The magnetic properties of NiO are typically consid-
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FIG. 2. Type-II antiferromagnetic phase of NiO with the
notation of main exchange interactions.

ered in terms of the nearest-neighbor (nn) interaction
J1 and next-nn interaction J2, operating via the oxy-
gen sites [44, 46] (see Fig. 2). Nevertheless, since LSDA
overestimates the itineracy of the system, the exchange
interactions in this approximation become long-ranged
and not limited by only J1 and J2. This is clearly seen in
Fig. 3, illustrating the distance-dependence of exchange
interactions: besides J1 and J2, there is an appreciable
interaction J6, operating between Ni atoms with oppo-
site directions of spins along the cube diagonal, and other
interactions controlling the properties of NiO in LSDA.
However, such long-range behavior is an artifact, result-
ing from violation of the strong-coupling limit in LSDA.
This violation also leads to different values of the pa-

rameter J1, operating in FM and AFM bonds: J↑↑
1 and

J↑↓
1 , respectively (see Table II). The experimental inelas-

tic neutron scattering also indicates at small difference

between J↑↑
1 and J↑↓

1 [46]. However, it is much smaller
than in LSDA and, more importantly, stems from the
small rhombohedral distortion of the rock-salt structure,
driven by the exchange striction, while the LSDA param-
eters correspond to the ideal structure and do not take
into account the effect of the distortion.

Now, let us discuss the behavior of J2 in details. First,

we note that the parameter J2 , obtained in the frame-
work of MFT, is even weaker than the experimental
one. Certainly, this contradicts to the widespread be-

lief that LSDA should overestimate |J2 | because it does
not include the effects of the on-site Coulomb repulsion,
which stands in the denominator of superexchange inter-
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FIG. 3. Distance dependence of interatomic exchange inter-
actions in NiO as obtained in the framework of MFT for the
infinitesimal rotations of the xc field (denoted as b̂-based) and
the exact formalism, corresponding to rotations of the whole
magnetization matrix (m̂-based) and only spin magnetic mo-
ments (M -based). Bare contributions of the Ni 3d states are
shown by closed symbols. Corrected parameters, taking into
account the contributions of the ligand O 2p states, are shown
by open symbols.

actions [1], and therefore should decrease |J2 |. However,

the value J2 in LSDA is not limited by the superexchange
processes and includes other contributions beyond the
strong-coupling limit, which can be ferromagnetic. Thus,

|J2 | in LSDA is not necessarily large. If we took only
nn and next-nn interactions from Table II and evaluated
TN in RPA (also including the quantum factor 1+1/S for

TABLE II. Parameters of nearest neighbor and next-nearest
neighbor exchange interactions in NiO (in meV) obtained in
the framework of magnetic force theorem for the infinitesimal
rotations of the xc field (denoted as b̂-based) and the exact
formalism, corresponding to rotations of the whole magne-
tization matrix (m̂-based) and only spin magnetic moments
(M -based). Bare contributions of the Ni 3d states are denoted
as 3d and the ones taking into account the effect of the ligand
O 2p states are denoted as 3d+L. Notations of parameters are
explained in Fig. 2. TN is the Néel temperature (in K) evalu-
ated within random phase approximation using the complete
set of exchange interactions as shown in Fig. 3. The experi-
mental parameters are J

↑↑
1

= 1.39, J↑↓
1

= 1.35, J
2
= −19.01

(all are in meV) and TN = 523 K [46].

b̂-based m̂-based M -based

3d 3d+L 3d 3d+L 3d 3d+L

J
↑↑
1

0.66 3.53 −0.65 6.28 −3.78 3.20

J
↑↓
1

0.54 4.08 −3.62 4.75 −4.85 3.27

J
2

−14.18 −12.70 −34.76 −30.46 −31.08 −26.69

TN 989 962 1730 1677 1539 1501
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S = 1: all details can be found in Supplemental Materials
of Ref. [47]), we would get TN ∼ 403-465 K, which is even
smaller than the experimental value of 523 K. Neverthe-
less, if we take into account all interactions, as shown in
Fig. 3, we obtain instead TN ∼ 962-989 K (see Table II),
which is larger than the experimental value by almost
factor 2. Thus, the problem of LSDA description for
NiO is not only (and not necessarily) the overestimation

of |J2 |. It is more general: the violation of the strong-
coupling limit, which leads to unphysical contributions

to J2 and other (long range) magnetic interactions. Fur-
thermore, such analysis strongly depend on the magnetic
state. For instance, rather different picture (with unre-

alistically large |J2 |) was obtained by Oguchi, Terakura,
and Williams [44], who considered the infinitesimal rota-
tions of the xc fields in the paramagnetic state, which is
metallic within LSDA.

Anyway, the exact methods, based on the inverse re-
sponse function, changes the situation significantly. Par-

ticularly, |J2 | substantially increases. This is reflected
in the behavior of TN, which also increases and exceeds
the experimental value even if one considers only J1 and
J2. The longer-range interactions only aggravate the
situation so that the experimental TN becomes overes-
timated by factor 3. We would like to emphasize that all
these changes again manifest the violation of the strong-
coupling limit where, according to Eq. (23), the exact
parameters are expected to be comparable to the ones
in MFT. As expected, the M -based scheme produces
slightly weaker exchange interactions (and smaller TN),
but generally the m̂ and M -based data are compara-
ble. The ligand O 2p states systematically strengthen the
FM contributions by increasing J1 and making somewhat
weaker the antiferromagnetic J2. Especially, in the exact

scheme, the bare interactions J↑↑
1 and J↑↓

1 are AFM and
only the ligand states make them FM, in agreement with
the experiment [46].

C. Half-metallic ferromagnetic CrO2

CrO2 provides a rare example of half-metallic ferro-
magnetism realized in stoichiometric TM oxides. It is
widely considered in various applications related the spin-
tronics. Furthermore, it is still regarded as one of the
best materials ever invented for magnetic recording [43].
LSDA is belived to be a reasonably good starting point
for the analysis of the magnetic properties of CrO2 [48–
50].

As for NiO, we use the minimal model formulated in
the basis of Cr 3d and O 2p Wannier functions. All calcu-
lations are performed for the FM state using the experi-
mental rutile structure (the space group P42/mnm) [51].
The response tensor was calculated on the mesh of the
20× 20× 32 k-points and 8× 8× 12 q-points in the first
Brillouin zone.

The crystal structure and main magnetic interactions

FIG. 4. (a) Fragment of the crystal structure of CrO2, il-
lustrating the arrangement of the CrO6 octahedra; (b) The
lattice of Cr atoms with the notation of the exchange inter-
actions.

are explained in Fig. 4. The interactions remain sizable
up to at least 8th coordination sphere [52, 53]. More-
over, since the rutile structure is nonsymmorphic, there
are two types of interactions J7 and J8, which are de-
noted by superscripts “>” and “<”. The parameters of

these interactions, calculated by means of b̂-, m̂-, and M -
based techniques, are summarized in Table III, together
with the Curie temperature evaluated within RPA. All
methods predict robust ferromagnetism with TC varying
from 820 to 1215 K, which substantially exceeds the ex-
perimental value of 390 K [43], probably due to neglect
of dynamic electron correlations [52].
An interesting aspect of CrO2 is the relatively good

agreement between results obtained using and the ex-

TABLE III. Parameters of interatomic exchange interactions
in CrO2 (in meV) obtained in the framework of MFT for the

infinitesimal rotations of the xc fields (denoted as b̂-based) and
the exact formalism, corresponding to rotations of the whole
magnetization matrix (m̂-based) and only spin magnetic mo-
ments (M -based). Bare contributions of the Cr 3d states are
denoted as 3d and the ones taking into account the effect of
the ligand O 2p states are denoted as 3d+L. Notations of
parameters are explained in Fig. 4. The corresponding Curie
temperature (TC, in K) is evaluated in RPA.

b̂-based m̂-based M -based

3d 3d+L 3d 3d+L 3d 3d+L

J1 30.40 30.66 45.58 49.07 33.78 37.26

J2 20.97 20.96 26.76 31.24 21.97 24.94

J3 2.98 3.05 2.79 3.97 1.59 2.46

J4 1.34 1.36 0.09 0.02 1.14 1.05

J5 −0.82 −0.86 −1.15 −2.05 −1.04 −1.80

J6 −3.58 −3.66 −3.67 −4.77 −4.29 −5.22

J>

7 −6.16 −6.21 −6.82 −9.13 −7.10 −8.48

J<

7 −1.99 −1.96 −4.99 −2.89 −4.00 −3.09

J>

8 −0.55 −0.58 0.15 −0.73 −0.09 −0.70

J<

8 −1.39 −1.38 −3.19 −3.87 −1.59 −1.93

TC 820 820 1016 1215 831 826
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act method based on the rotation of the spin magnetic
moments. As expected, rotations of the magnetization
matrix (instead of spin magnetic moments) additionally
strengthen the exchange interactions and increase TC.
However, in this particular case, the effect is not partic-
ularly strong. The ligand states do not play a significant
role in the MFT based calculations, but become more
important in the exact formulism: they increase the FM
interactions in the first three coordination spheres. How-
ever, this effect is partly compensated by strengthening
some AFM interactions in the next coordination spheres,
so that TC does not change much.

D. Multiferroic HoMnO3

In this section we consider capability of different tech-
niques for describing competing exchange interactions,
which lead to the breaking of the inversion symmetry in
multiferroic manganites with orthorhombic Pbnm struc-
ture. We take HoMnO3 as an example. Experimentally,
this material displays rather complex magnetic phase di-
agram. The magnetic transition temperature is about 41
K. Then, below the so called lock-in transition temper-
ature TL ≈ 29 K HoMnO3 forms twofold periodic struc-
ture with the propagation vector k = (0, 1

2
, 0), which

coincides with the onset of spontaneous ferroelectric-
ity [54, 55]. The twofold magnetic periodicity is accompa-
nied by the exchange striction and lowering the crystal-
lographic symmetry [56, 57], which we do not consider
in the present work. Furthermore, the magnetocrys-
talline anisotropy can be also important for stabilizing
the twofold periodic magnetic texture [58, 59]. Neverthe-
less, we do not consider these effects either by focusing
solely on the behavior of isotropic exchange interactions
and the type of the magnetic ground state with the par-
ticular direction of k along the orthorhombic b axis, while
the exchange striction and magnetocrystalline anisotropy
are responsible for the particular commensurate value of
k = (0, 1

2
, 0).

The details of LMTO calculations can be found in
Ref. [60]. The calculations have been performed for the
(layered) A-type AFM phase using the experimental pa-
rameters of the crystal structure reported in Ref. [54].
The minimal model was formulated in the basis of Mn
3d, O 2p, and Ho 5d Wannier functions. The response
tensor was calculated on the mesh of the 14 × 14 × 10
k-points and 8×8×6 q-points in the first Brillouin zone.
Crystal structure of HoMnO3 and main exchange in-

teractions are explained in Fig. 5. Particularly, besides

the nn interactions in and between the ab planes (J
‖
1

and J⊥
1 , respectively), there are several long-range inter-

actions, which contribute to the properties of HoMnO3

and similar compounds, namely: (i) the next-nn interac-
tion between the planes, J1

2 and J2
2 ; (ii) the 2nd neighbor

interactions in the plane, Ja
2 and Jb

2 , operating along a

and b, respectively; and (iii) the 3rd neighbor interactions
in the plane, J1

3 and J2
3 . These interactions obey the

FIG. 5. (a) Fragment of the crystal structure of HoMnO3,
illustrating the arrangement of MnO6 octahedra in the dis-
torted cubic perovskite; (b) the orthorhombic unit cell and
(c) the ab-plane with the notation of main exchange interac-
tions. Atoms of four Mn sublattices in the primitive cell are
denoted by numbers.

symmetry properties of the space group Pbnm. For ex-
ample, around the Mn site 1 in Fig. 5b, J1

2 operates in the
bonds (a

2
,± b

2
, c
2
) and (−a

2
,± b

2
,− c

2
), while J2

2 operates in

the bonds (−a
2
,± b

2
, c
2
) and (a

2
,± b

2
,− c

2
). The behavior of

J1
2 and J2

2 around the sites 2, 3, and 4 is obtained by the
180◦ rotations of these bonds about a, b, and c in the
combination with the translations by (a

2
, b
2
, 0), (0, 0, c

2
),

and (a
2
, b
2
, c
2
), respectively. The same rules can be applied

to J1
3 and J2

3 : around site 1, J1
3 and J2

3 operate in the
bonds ±(a, a, 0) and ±(a,−a, 0), respectively. The be-
havior around other sites is obtained by applying above
symmetry operations. The interactions J⊥

1 , J1
2 and J2

2

are responsible for the AFM coupling between the layers,
while the formation of long-periodic magnetic textures

in the plane results from the interplay of J
‖
1 , J

a
2 , J

b
2 , J

1
3

and J2
3 . The behavior of these interactions is related to

the orbital ordering (the preferable population of Mn 3d
orbitals induced by the cooperative Jahn-Teller distor-
tion) [59, 60]. The same orbital ordering makes the spin
magnetization m̂ strongly aspherical.
The parameters of exchange interactions are summa-

rized in Table IV. All techniques correctly reproduce the
AFM coupling between the planes. Nevertheless, there
is a substantial difference in the behavior of magnetic in-
teractions within the plane. Particularly, the magnetic
force theorem predicts Ja

2 and Jb
2 to be FM and AFM,

respectively, which is consistent with the twofold period-
icity along b. Nevertheless, the interactions J1

3 and J2
3

are FM and stronger than Jb
2 . Therefore, the symmetry

breaking does not occur and the system remains in the
A-type AFM state. Note that the long-range interactions
in LSDA are expected to be strongly oscillating [61] and
can easily change sign depending on the method used for
their calculations.
In the exact m̂-based method, all interactions J2 and

J3 are AFM. However, Jb
2 appears to be weaker than Ja

2 .
Then, the magnetic symmetry breaking does occur, but
the propagation vector k is perpendicular to b. Moreover,
like in other applications of the m̂-based technique, the
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TABLE IV. Parameters of interatomic exchange interactions
in HoMnO3 (in meV) obtained in the framework of MFT

for the infinitesimal rotations of the xc fields (denoted as b̂-
based) and the exact formalism, corresponding to rotations
of the whole magnetization matrix (m̂-based) and only spin
magnetic moments (M -based). Bare contributions of the Mn
3d states are denoted as 3d and the ones taking into account
the effect of the ligand O 2p and Ho 5d states are denoted
as 3d+L. Notations of exchange interactions are explained
in Fig. 5. Tk is the magnetic transition temperature (in K)
evaluated in RPA. k denotes the magnetic propagation vector.

b̂-based m̂-based M -based

3d 3d+L 3d 3d+L 3d 3d+L

J
‖
1

2.78 0.08 −0.89 27.93 −5.47 7.12

J⊥
1 −0.44 −0.15 −18.26 −15.51 −6.38 −6.27

J1
2 −0.92 −0.69 −6.94 −1.90 −4.54 −1.17

J2
2 −0.88 −0.69 −7.15 −2.33 −4.07 −1.27

Ja
2 2.63 1.74 −32.85 −7.48 −3.92 1.00

Jb
2 −1.50 −1.18 −14.50 −4.62 −5.55 −1.01

J1
3 1.38 1.32 −6.78 −13.93 −9.27 −6.35

J2
3 3.38 2.22 −18.93 −2.83 −0.87 −0.17

Tk 119 54 381 235 110 82

type k=0 k=0 k⊥b k⊥b k‖b k‖b

exchange interactions and the magnetic transition tem-
perature (Tk) are strongly overestimated. Apparently,
such discrepancy is related to the strong asphericity of
m̂, and the rotations of m̂, which preserve this aspheric-
ity, do not describe properly (neither quantitatively nor
even qualitatively) the energy change associated with the
small rotations of spins in HoMnO3.

It appears that the only technique, which correctly re-
produces the type of the magnetic ground state and the
direction of k in HoMnO3, is M -based (i.e., rotating the
spin magnetic moments instead of the whole magnetiza-
tion matrix). In this case, Jb

2 is stronger than Ja
2 and

all J3 are AFM, yielding the incommensurate magnetic
ground state with k ‖ b. The ligand states mainly affect
the quantitative estimates, while the main tendencies are
reproduced by bare exchange interactions between the
Mn 3d states. For instance, k changes from (0, 0.46, 0) in
the bare case till (0, 0.30, 0) when the ligand states are
taken into account. Moreover, the ligand states some-
what decrease Tk (see Table IV). The magnetic transition
temperature is overestimated by factor 2 [54, 55]: partly
because of the limitations of LSDA, partly because of the
oversimplification of the problem and neglect of other
important ingredients, which lead to the realization of
experimental incommensurate sinusoidal spin structure
just below the transition temperature.

E. Layered Chromium Trihalides

Chromium trihalides, CrX3 (X= Cr or I), have at-
tracted a considerable attention as candidates in the
search for magnetic two-dimensional materials, which
could be important for developing ultracompact spin-
tronic devices [62]. Indeed, these materials form a layered
van der Waals structure and, therefore, can be rather eas-
ily prepared in the two-dimensional form.
The details of LMTO calculations can be found in

Ref. [30]. These calculations have been performed for
the FM state using experimental parameters of the R3
structure reported in Refs. [63, 64]. The minimal model
was formulated in the basis of Cr 3d and Cr 3p (I 5p)
Wannier functions. The response tensor was calculated
on the mesh of the 10 × 10 × 10 k-points and the same
mesh of q-points in the first Brillouin zone.
Crystal structure of CrCl3 and main exchange interac-

tions are explained in Fig. 6 and the distance-dependence
of these interactions is shown in Fig. 7. We note siz-
able interactions spreading at least up to 6th nearest
neighbors at the distance ∼ 6.9 Åand beyond: for in-
stance, there is a strong interaction between Cr sites
separated by the hexagonal translation (0, 0, c) at the dis-
tance ∼ 11.5 Å, etc.
The exchange parameters, evaluated using three dif-

ferent techniques, are summarized in Tables V and VI,
for CrCl3 and CrI3, respectively. An interesting aspect
of these materials is that the obtained exchange interac-
tions strongly depend on the method of their calculation.
From this point of view, these systems are particularly
interesting for the purposes of our work. Let us con-
sider first the nn interaction in the honeycomb plane, J1,
which for the nearly 90◦ exchange path Cr-X-Cr is ex-
pected to be ferromagnetic according to the Goodenough-

FIG. 6. (a) Top view on the CrCl3 layer. The unit cell is
denoted by the broken line. (b) Stacking of adjacent layers
with the notation of main exchange interactions. Two Cr sites
in the unit cell are denoted by different colors.
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FIG. 7. Distance dependence of interatomic exchange interac-
tions in CrCl3 as obtained in the framework of magnetic force
theorem for the rotations of the xc field (denoted as b̂-based)
and using the exact expression for the total energy change
corresponding to rotations of the whole magnetization ma-
trix (m̂-based) and spin magnetic moments (M -based). Bare
contributions of the Cr 3d states are shown by closed sym-
bols. Corrected parameters, which include the contributions
of the ligand Cl 3p states, are shown by open symbols. Note
different y-axis scale used for the m̂-based parameters (left)

and b̂- and M -based parameters (right).

Kanamori-Anderson rules [33]. However, this ferromag-
netism arises mainly from to the intraatomic (Hund’s
rule) exchange interaction at the ligand sites so that the
result strongly depends on whether and how these in-
teractions are included to the particular scheme for the
evaluation of interatomic exchange integrals [30]. Indeed,
MFT predicts bare J1 to be weakly ferromagnetic, in

TABLE V. Parameters of interatomic exchange interactions
in CrCl3 (in meV) obtained by rotating the xc field in the

framework of MFT (denoted as b̂-based) and using on the ex-
act energy change, corresponding to rotations of the whole
magnetization matrix (m̂-based) and spin magnetic moments
(M -based). Bare contributions of the Cr 3d states are de-
noted as 3d and the ones taking into account the effects of
the ligand Cl 3p states are denoted as 3d+L. Notations of
exchange parameters are explained in Fig. 6. TX is corre-
sponding magnetic transition temperature (in K) evaluated
in RPA. The type of the magnetic ground state (X) is dis-
cussed in the text.

b̂-based m̂-based M -based

3d 3d+L 3d 3d+L 3d 3d+L

J1 3.12 2.27 23.98 61.93 −1.36 2.35

J2 −0.72 −0.40 −4.93 −16.90 0.98 −0.40

J3 0.23 0.20 −9.11 −13.53 −0.05 0.21

J4 −0.80 −0.60 −3.11 −9.03 0.13 −0.64

J5 0.15 0.17 0.60 −0.67 0.16 0.17

J6 0.61 0.47 6.31 14.48 −0.17 0.49

TX 55 47 699 486 22 50

TABLE VI. The same as Table V but for CrI3.

b̂-based m̂-based M -based

3d 3d+L 3d 3d+L 3d 3d+L

J1 1.97 1.00 11.65 51.82 −9.32 1.38

J2 0.07 0.40 −1.74 −12.22 2.86 0.24

J3 0.80 0.81 −1.74 −8.46 −0.60 0.77

J4 −0.17 0.06 −1.32 −7.68 1.80 −0.05

J5 0.60 0.62 1.24 −0.93 −0.05 0.59

J6 0.43 0.27 3.07 11.63 −2.03 0.30

TX 91 67 652 499 132 67

both CrCl3 and CrI3. Rather counterintuitively, the lig-
and states decrease J1. On the contrary, the m̂-scheme
yields the robust FM coupling J1, which is strongly en-
hanced by the ligand states. Nevertheless, it does not
mean that the ground state is ferromagnetic and in a
moment we will see that (also strong) longer-range AFM
interactions in the m̂-case lead to a non-collinear mag-
netic alignment. Then, in the M -scheme, the bare ex-
change integral J1 is antiferromagnetic. This coupling
is relatively weak in CrCl3, but becomes strong in CrI3.
However, the ligand states change the situation dramat-
ically and restores the ferromagnetism, as it should be.
Thus, in the M -scheme, the FM character of the cou-
pling J1 is entirely related to the ligand states. One may

also ask why the bare J1 is so different in the b̂-, m̂-
, and M -based methods? In fact, the bare J1 includes
several different contributions. For instance, considering
only the superexchange processes in the strong-coupling
limit, the ones connecting the t2g states are expected to
be antiferromagnetic, while the ones connecting the occu-
pied t2g and unoccupied eg states will be ferromagnetic.
Furthermore, there will be other contributions to J1 be-
yond the strong-coupling limit [52]. Apparently, such
FM and AFM contributions emerge in different ways in
different computational schemes, which explains such a
large spread in the values of J1.

Next, let us consider the effect of the longer-range in-
teractions J2-J6. Here, we will discuss only the 3d+L
results, which take into account the effect of the ligand
states. Generally, one can see that the longer-range in-
teractions are “more ferromagnetic” in the case of CrI3,
while in CrCr3 at least two interactions, J2 and J4, spec-
ifying the interlayer coupling, are always antiferromag-
netic. The m̂-scheme is an exception where all the inter-
actions J2-J5 are antiferromagnetic, in both CrCl3 and
CrI3. Then, for CrCl3, the exchange parameters obtained
within MFT correspond to the spin-spiral ground state
with the propagation vector k = ( 0, 0, 0.69), in the units
of reciprocal translations for the hexagonal frame. In this
spin texture, the spins in adjacent layers rotate relative to
each other by nearly 90◦. Very similar spin-spiral ground
state with the propagation vectors k = ( 0, 0, 0.76) and
( 0, 0, 0.72) is obtained in the m̂- and M -based methods,
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respectively. For CrI3, both MFT and M -based meth-
ods yield the FM ground state, in agreement with the
experiment. On the contrary, the rotations of the spin
magnetization matrix in the framework of the m̂-scheme
lead to the spin-spiral ground state with k = ( 0, 0, 0.84).
The magnetic transition temperature for CrCl3 and CrI3,
evaluated in RPA using the exchange parameters ob-
tained in the framework of MFT and M -methods, are
consistent with the experimental data (TX = 17 and 68
K for CrCl3 CrI3, respectively [65]), while it is strongly
overestimated in the m̂-scheme.

IV. SUMMARY

We have critically reexamined the problem of inter-
atomic exchange interactions in SDFT or its refinements,
where the ground-state magnetization is described by
means of one-electron Kohn-Sham equations with some
local (site-diagonal) xc potential. In this case, the in-
teratomic exchange interactions can be associated with
parameters of the Heisenberg model aiming to repro-
duce the total energy change of the real system caused
by infinitesimal rotations of the magnetization near the
ground state [4–6]. Due to the perturbative character
of the problem, such energy change can be always ex-
pressed in terms of the response function, which relates
the change of the magnetization with the magnetic field
inducing this change.
In the theory of exchange interactions, the input pa-

rameter is the magnetization change, which specifies the
type of the perturbation near the ground state. Never-
theless, the magnetic field, which is required in order to
produce this magnetization change can be formally ob-
tained from the letter by means of the inverse response
function. This constitutes the basis of the exact theory,
where the exchange interactions are given by the inverse
response function. Such theory should provide an ex-
act estimate for the total energy change (at least within
those approximations, which are typically additionally
employed in SDFT).
In the context of the exchange interactions, the MFT

relies on the additional assumption and, instead of using
the response theory in order to find the required mag-
netic field, replaces it by the xc field corresponding to
the input magnetization change. Although such iden-
tity holds for isolated atoms and follows from the general

property of xc energy, it breaks down in solids, where
the magnetization tends to additionally rotate towards
the initial equilibrium state, being driven by the kinetic
energy change. Then, although the exchange interac-
tions in the framework of MFT can be still associated
with the response function, this functional dependence
appears to be linear. This is certainly an approximation,
which affects the behavior of interatomic exchange inter-
actions. Nevertheless, we would like to emphasize that,
since MFT is based on the properties of xc field and en-
ergy, which become exact for isolated atoms, such theory
is expected to work well in the strong-coupling limit [15].
We have studied these differences between MFT and

the exact theory for the wide class of magnetic materials,
including FM fcc Ni, AFM NiO, half-metallic FM CrO2,
multiferroic HoMnO3, and layered van der Waals mag-
nets CrCl3 and CrI3. We have argued that, although in a
number of cases the MFT based approach provides quite
a reasonable description on a semi-quantitative level, the
exact theory is more consistent in several respects. Par-
ticularly, two important issues to be considered are: (i)
the contributions of the ligand states, which under cer-
tain conditions can be eliminated by transferring their
effects to the interaction parameters between the mag-
netic 3d states; and (ii) proper definition of the variable,
which would describe the rotations of spins in SDFT.
The first goal can be achieved by minimizing the mag-
netic energy change with respect to the ligand states for
a given configuration of the 3d spins, as suggested by the
adiabaticity concept, where the “fast” ligand degrees of
freedom always follow the “slow” 3d spins. The second
goal can be achieved also by minimizing the magnetic
energy change, but with respect to the internal degrees
of freedom, which describe the spin magnetization. By
using this strategy, we have argued that the rotations of
local spin moments are less energy costly, and therefore
more suitable for the description of low-energy excita-
tions, than the rotations of the full magnetization ma-
trix. In order to describe properly all these effects, it is
important do deal with the exact energy change, which
is provided by the exact theory of exchange interactions.
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