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1. I ntroduction



On the other handhe problem of origin of complexity, which is imiaort

in relation to living beings, is unsolvedhis problem has many aspects. For
example, we can highlight the algorithmic comphgx@omputational complexity,
information complexity and statistical processing iaformation. Different
definitions of the complexity of living systems arensidered in (Heylighen, 1999,
Dawkins, 1986, Miconi, 2008, Piqueira, 2009, Finl&steban, 2009, Marquet,
2000, Gell-Mann, 1994, Crutchfield, 2003, Salth@)&). In particular, two papers
(Melkikh, 2014, 2015) emphasized that this probl@ssociated with the need to
enumerate an exponentially large number of geneani@nts) should be solved on

the basis of precise mathematical formulation.

In regard to the evolution of life, we are alwaysalihg with complex
structures. This is one of the most important prioge of living systems, without
exception. Even some of the simplest single-cell@djanisms, such as
archaebacteria, or cyanobacteria, have genomearthapproximately equal to the
10° pairs of nucleotides. These genes encode complsterss of substance

transport, information reception, energy conversind many other processes.

Consider a chain of nucleotides of length N. Tree 4' variants of such
sequences. How large is this number? For exampleNf= 1000 we receive
419%%1 %2 Note here that N = 1000 corresponds to only ondem gene. For a
genome size of £a10° the number of variants in any case is exponeptlalige
and cannot be enumerated during the lifetime ofuhieerse. In this sense, the
problem of enumeration of genomic variants — thenlmioatorial problem - is the
key to evolution. Without its solution it is impaisie to speak about the adequacy

of the theory.

A. Melkikh (2014) presented some reasons that saichalgorithmic

formulation of the problem leads to the followingedhma:



- Evolution is a priori undirected, but then it ilmpossible to prove a
rational mechanism for the selection of variantamfexponentially large number.
This applies to all mechanisms, including sexuarraduction, the selection of

alleles in a population, and phenotypic plasticity.

- Or, evolution is a priori directed (i.e., it isxéwn a priori that certain
blocks encode something good). However, it is thificult to justify the
existence of such mechanisms in the framework afvidésm. The essence of
Darwinism is that a priori evolution will not focudsewhere, it has no purpose,
and species cannot know what they will need inftihere. These are the axioms

without which Darwinism does not exist.

To solve this problem, a mechanism for partiallyedied evolution was
proposed (Melkikh, 2014, 2015, Melkikh, Khrennik@g16). The term "partially"
reflects the fact that in any case, uncertaintgome form will be present in the
environment, even if evolution was completely dieglc This is due to the factors
such as the uncertainty of the climate, and differandom events such as asteroid

strikes.

In particular, in the frame of the model of paitiairected evolution it is
possible to consistently explain many differentlationary phenomena, such as
the finite lifespan of organisms, the existencehef sexes, the genetic diversity of
populations, the effect of the Red Queen, and piypiwo plasticity (Melkikh,
Khrennikov, 2016).

Of course, the notion of “directed evolution” itasbe formalized and this
Is a complex problem. For the moment, we use irieecally and its essence is
illustrated by important biological and bio-phydiaaxamples. The minimalist
interpretation of ““directed evolution” has the rharckian feature: changes in
biological organisms are adapted to environmeninduorganisms’ life-time.

(Thus not simply Darwinian mutations combined vptbst-selection generated by



the environment.) This type of so-to-say instanbaiséy directed evolution is
illustrated by the quantum-like model of epigen&iolution proposed by Asano
et al. (2013), see section 6 for the brief presemtaf its basics. However, one of
the coauthors, see Melkikh (2014), proceeds wisitr@nger interpretation. In his
works it is presumed that biological systems (prynat the genetic level) can
select the “optimal evolutionary pathway” andstliptimization ““drive” plays

the active role in their evolution.

Among the major challenges to be answered by theryhof evolution are

the following:
Q1: How does biological complexity arise?
Q2: How do new biological systems arise?
Q3: How do new species cross the "ravines" in the $griandscape?
Q4: Why are the molecular-genetic control systems stabl

The article is devoted to the detailed mechanismgantially directed

evolution towards evolutionary innovation and spaon.

2.  Biological complexity and evolution

From the mathematical point of view, we can idgntdlgorithmic
complexity, computational complexity, informatiororaplexity and statistical
processing of information. In varying degrees,thdlse types of complexity may
be relevant to the modeling of living systems. Heareif the underlying problem
Is to consider the emergence of complex systemagithie process of evolution, it
seems that computational complexity is the mosevait. Computational
complexity is associated with the characteristica mass of problems (as opposed
to individual tasks of algorithmic complexity).



There are many classes of computational complefeymplexity of
algorithms for computing), the most important ofiethareP andNP. The first is
a polynomial algorithm in which the number of stelgpends on a power of the
number of elements of the system being analyzedke Tlass NP includes
algorithms in which the number of steps depend®reptially on the number of
elements. The question of reductionN#®-problems tdP—problems is fundamental

and has so far not been solved (see, for exampl@nson, 2005).

NP-hard problems include, for example, the travelsadesman problem,
the problem of satisfiability of a logical schemedadthers. Polynomial algorithms
(not enumerating) for such problems have not yehkdeund.NP-hard problems
include some problems of game theory "against eatum which aprioristic

information about the opponent’s moves is absent.

Piqueira (2009) reviewed various definitions of #@mmplexity of living
systems. According to this author, complexity iscasated with the fact that a
system consists of several parts that cannot bh&ceedto a simple summation of

them.

Miconi (2008) also noted that there are variousniigdns of complexity.
For example, complexity can be defined as the amotimformation needed to
describe an object using the Shannon entropy. Tikaxkso functional complexity.
We intuitively associate the great complexity ofamisms with a low probability

of occurrence (see also Heylighen, 1999, Dawkig86).

It was noted that adaptive functional complex gystere rare among all
possible systems. What are the methods for theianeaf such systems? It is
argued that the random walk is not effective fas groblem but that Darwin’s
evolution is effective. It is also argued that céempsystems are easier to build
from already existing complex systems. The autlatis ¢his assertion "Darwin’s

heuristics"”, which is "to look near the previoustyind”. However, to implement



such an algorithm, it is necessary to define tha tmear". How does the organism
decide whether it has strayed far enough from greviously found"? To do this,
it must have some prior information about the fezgispace. The same can be said

of the synthesis of complex systems from components

Salthe (2008) noted that there is a positive dibimiof complexity (Gell-
Mann, 1994, Crutchfield, 2003): “effective” or structural” complexity, a
concise listing of the regularities shown by a sgst(note that this definition
actually coincides with algorithmic complexity). dite is also a negative

definition: in complex systems, situations arisa ttause a surprise.

A number of articles (Finlay, Esteban, 2009, Matq2€00) discuss the
correlation between complexity and various pararseté the organism and of

populations (body mass, population size, trophreleetc.).

Several authors believe that the increasing contgleX organisms is a
natural consequence of Darwinian evolution. Fomga, Adami and co-authors
(2000) noted the growth of complexity in the evatof populations of artificial
organisms. The definition of complexity based o tBhannon entropy was

considered.

However, Davies (2004) noted that the increase ampdexity can be
explained by the fact that in the case of simplecstires the system uses all of the
allotted phase space that contains all of its alwe/ complex structure. Complex
structures are numerous, so the movement towardistmation is more likely.
This is just one of the basic principles of prolisbtheory. It is applicable not
only to the microparticles, but also to arbitrabjexts. What are the characteristic
times of their appearance (especially in the caraéxomputational complexity)?

What are the conditions under which the complexityeases?

Jablonka and Lamb (2006) discuss the role of epiiemechanisms in the

increase of complexity during evolution.



Schuster (1996) notes that it is impossible to wstdad what the difficulty
is if we do not understand its origin. He examiseseral aspects of complexity,
ecological diversity, internal complexity in thense of logical depth and
hierarchical complexity, and notes that large junmpsvolution are characterized
by increasing complexity. On the basis of Darwindymamics - walking on the
fitness landscape - he proposes a mechanism of lerngystems origin. The
mechanism consists of random walks that lead tdl gs@aks on the landscape and
the occasional shift of neutral networks, whichtum leads to higher peaks. It is
noted that the principle of natural evolution caetsiof the construction of “new”

forms based on previous versions.

The modular principle of genome design was propdseilbert (1978).
According to Schuster, block-hierarchical strucsyrevhich are typical of
structures in wildlife populations, accelerate ewon. The role of hypercycles in

the formation of more complex systems from repticatvas discussed.

Summarizing the different approaches to the conifyi@f living systems,
we can say that on the one hand we can ask questimut how to operate such a
complex system (i.e., live), but the other questlmat arises in this case is “how in
the process of evolution did such a system arig@BViously, these are related but
different questions. Accordingly, for each of thek#erent issues there may be

suitable and different definitions of complexity.

One of the main drawbacks to consider regarding éheergence of
complex living systems is that complexity is notualy considered
mathematically; in fact, many definitions of comyptg are intuitive. However,
some properties of the systems are implicitly plaséa. This does not allow us to
reach unambiguous conclusions regarding the mesmmaniof solutions to
problems related to evolution. For example, it rhaynoted that not all problems

are solved by an enumerating search based on W@tkhods. Tasks such as



breaking the password cannot be solved in thisiwayinciple. Consequently, it is
necessary to mathematically define the class ofabté problems of an
evolutionary search as well as to determine thelitons under which the search

takes place.

Thus, by considering the problems of biological ptexity, we can draw

the following conclusions:

- A priori undirected evolution does not necesgaldad to increased
complexity. Heuristics such as "look near the @xistcannot be justified within

the framework of undirected evolution.

- A priori directed evolution naturally leads to iacrease in complexity. In
this case, the problem of enumeration of exponintiarge number of variants
does not appear, and thi#>-hard problem reduces toRzhard problem. Exactly

this case corresponds to heuristics of the typartbenear existing."”

3. M echanisms of speciation and evolutionary innovations

Currently, most evolutionists agree that speciggirotakes place through
natural selection. However, how exactly does sieledead to the formation of
species? It is accepted in the literature (see,ef@mple, Schluter, 2009) to
allocate two large groups in the formation of spsciecological speciation and
speciation associated with mutations. For exampiepapers (Hubbs, 1940,
Schluter, 2009), the evolution of parasitic fiskness considered. It concluded that
because it is a repetitive process, it is causeselsction, but not by an accident.
The author also noted that speciation is underrenmiental control. Experiments
with Drosophilaand yeast confirm the ecological mechanism, baitgnetics of

environmental speciation is currently poorly untierd (Schluter, 2009).



On the other hand, mechanisms of speciation witienDarwinian theory
of evolution have historically been associated \aitbpatric and sympatric species
formation (see, Diekmann, Doebeli, 1999). Sympaspeciation refers to the
formation of two or more descendant species frogingle ancestral species, all
occupying the same geographic locatidaring allopatric speciation, a population
splits into two geographically isolated populatioiméermediate cases also exist. In
peripatric speciation (sub-form of allopatric s@@icn) new species are formed in
isolated, smaller populations that are preventedhfexchanging genes with the
main population. It is related to the concept off@under effect”, since small
populations often undergo bottlenecks. Genetid dsifoften proposed to play a
significant role in peripatric speciatiotn parapatric speciation, there is only
partial separation of the zones of two divergingpyations, and individuals of

each species may come in contact or cross habiatstime to time.

Mechanisms of species origin are naturally assediatith the complexity
of the fitness landscape (Gavrilets, 2010). The idethe fithess landscape was
developed by Wright (1932) and Simpson (1953). Wiienfitness landscape is
highly fragmented, intersection of the valleys &ach higher peaks becomes an
important problem. One way to solve this problemgenetic drift, which is
important for small populations. Author (Gavrile)10) notes that if there are
1,000 genes, each of which has only two alleles,nilimber of genomic variants

will be:
21000 _ 1 (yLoc

As a way out of this situation of enumeration ofpexentially large
numbers of variants, the author considers the rpedposal of Maynard Smith,
who considered the analogy with a game of wordghiBicase, only one letter of a
word at each step may vary. If the correct lettgesfixed, the given word can be

achieved in a relatively short (polynomial) numbésteps. The author proposed a



two-dimensional grid as a model for evolution amdrained percolation between
different clusters. In this sense, a network ofajgpes is largely similar to the

lattice in liquid models.

The concept of evolvability was introduced by DamgiDawkins, 1989)
and is an important aspect of the modern theomvofution. Dawkins suggested,
based on the analysis of experimental facts, thavery generation animals must
not only successfully survive but also more efigif evolve (for example,
insects). He also suggested that there is a higtuer selection, which increases
the ability of the organism to evolve. This vergtigre can also evolve. According
to Dawkins, this is akin to the selection of cladeach clade represents a separate
branch of the tree of life). Some branches havaga kvolutionary potential.

According to (Dawkins, 2009), this selection idelieént from Darwinian selection.

Jankové (2016) believes that the laws of nature are netrible for life.
However, if life one way or another appears, wittappear mechanisms for its
preservation. The author pays great attention te #volvability concept,
considering it one of the most important for thelerstanding of life. According to
Jankove¢ evolvability can be defined as the ability to emlin a changing

environment:

Evolvability of a biosphere is the measure of surmgmaotential of
evolutionary change of all its living beings, tdgat with some measure of overall

propensity of its systems to undergo evolutionadgnge upon given conditions.

According to the author (Jankgéyi2016), evolutionary changes are random
In the sense that they are not directed in advemseme purpose. However, they
are not completely random, in the sense that tlseythe last structures. The author
considers the example of the evolution of Darwimishes, and believes that the
paradox of time for them to be solved by the faett the process of evolution is

not just brute force, but a cooperative processluding the use of previously



existing beaks. It is important, however, to deieaanthe mechanisms of a

"partially random" evolution.

One of the manifestations of the evolvability cqriceaccording to
(Jankove, 2016), may be a change of the whole biosphenectease the capacity
of species to survive. This assumption is largétyilar to the concept of Gaia,
which was repeatedly discussed in the literaturevélock, 1979, McDonald-
Gibson et al, 2008, Kleidon, 2010, Boyle et al, R0Chopra and Lineweaver,
2016).

The author believes that the information plays etiva role in evolution
and proposes to consider the information as a Wasithe definition of life. The
author has defined the coding concept for livingtegs as the sum of the different
stable states of physical and chemical systemscHrabe used as the basis for the
maintenance of genetic information, together wité tules governing the flow of
such information. In the case of earthly life, sutewHramework comprises the

nucleotides of DNA.

During evolution, the coding framework (the genetaxe) has changed
very little. According to the author, the largeetbpace of the parameters, the

greater the potential for building the taxa.

We want to emphasize, however, that evolvability ba justified only in

the frame of partially directed evolution (see, Kigh and Khrennikov, 2016).

Information aspects of evolution were also discddseother authors (see,
e.g., Yokey, 2000, 2002, Trevors and Abel, 20040msfrio et al., 2012, Wills et
al, 2015).

Wilson (2010) considered the problem of multi-lewsdlection that is
actively discussed now (Allen et al, 2013, Nowak @&ilen, 2015). In particular,

the author believes that multi-level (including gp selection plays an important



role in the evolution of species. This issue isghbject of many articles (see, for
example, Wilson and Wilson, 2007). The essenceafmselection is that in some
cases, the selection within the group must opedéferently than on a single

individual. According to some scientists, groupesébn has to play an important
role for social organisms, such as social insétistarchy of selection, according

to (Wilson, 2007), can be represented as: genel$ - @arganism - group.

In particular, papers (Allen et al, 2013, Nowak aAlen, 2015) are
devoted to the limitation of inclusive fitness. ligve fitness assumes that
personal fitness is the sum of additive componeatssed by individual actions.
Authors demonstrated that inclusive fitness isvatéd concept, which exists only
for a small subset of evolution. According to thehars, this assumption does not
hold for the majority of evolutionary processessoenarios. Currently, however,
there is no agreement between different groupsiehssts on this problem.

Draghi and Wagner (2010) considered the problenthef evolution of
evolvability. According to the author, the problées in the fact that evolution (as
part of the Darwinian paradigm) cannot be focusedhe future. The solution,

according to the author, is that the environmeptéslictable and follows the laws.

Kunin (2011) notes that one of the important cotsepf biological
evolution - complexity - is badly defined. One dfet possible definitions of
biosystem complexity is associated with the orgational complexity, i.e., into
what organs, tissues, and cells an organism islelilviand how they relate to each
other. However, in this case, it is difficult tovgiany numerical characteristic of
such complexity. The complexity of the genome ir@el more naturally on the
basis of the Shannon entropy. In this case, howeavehould be understood that
the role of different nucleotides in a sequencsuisstantially different. This leads

to the need to somehow take into account the \a&fltlee information.



The author discussed the role of such a mecharssgeretic draft (genetic
hitchhiking) in evolution. Genetic hitchhiking, genetic draft, is the process by
which a gene may increase its frequency whenketlinto a gene that is positively
selected. Proximity of genes on a chromosome mimyahem to be dragged
along with a selective sweep experienced by anrddgaous gene nearby. Genetic
hitchhiking can also refer to changes in an aleleéquency due to any form of
selection operating upon linked genes, includintecii®n against deleterious
mutations. The extent of genetic hitchhiking isselly tied to the rate at which

recombination occurs between the mutations.

Kunin (2011) noted that the space of genotypesef@n the simplest
organisms is extremely large. For example, for prpétes with a genome of 1

Mbit, it is possible to have

41000000

different sequences. Which part of this amountcisialy involved in the
evolution? The experimental data (Weinreich et2806, O’Maille et al, 2008)
indicate that a plurality of evolutionary trajedges allow only a small part. This
means that evolution is largely deterministic iasteof stochastic. The author
emphasizes that deterministic, in this case, da#¢smean that evolution has a
purpose. However, the question of which mechanibelp limit the space of
evolutionary trajectories remains unsolved? Ismited a priori (with the help of
some physical, molecular restrictions) or a poste(by means of various forms of

selection)?

There are cases when significant evolution occumly a few generations
or tens of generations (see, for example, cichhdafrican lakes, Brawand, D. et
al, 2014.). Rodriguez et al (2017) note that carsition of environmental factors
Is important for understanding the mechanisms dlwon. The problem of

evolutionary jumps, in which the changes occur melatively short period of time



and not gradually, is of particular importance. Salve this problem, the authors
(2013, 2015, 2016) proposed to consider the ecmsysh a way similar to
guantum mechanics. Based on the large amount afataecosystems, the authors
proposed the "equation of state” for an ecosystemas to the equation of state of
an ideal gas. According to the authors, these Ewsild be taken into account in

the construction of the modern theory of evolution.

Bacteria demonstrate one of the fastest ratesafigon. The adaptation of
bacteria to antibiotics currently represents a mablem in medicine. What
would a mechanism for the directed evolution oftbaa look like? Schematically,
this can be represented as follows: bacteria, thighhelp of membrane receptors,
determine the state of the environment, includingtggns and parts of DNA and
RNA, as well as other (and possibly threatening)ewues located in it. As a
result of the recognition, the genetic control egstproduces controlled mutations

in the genome.

In recent decades, alternative forms of inheritameee discovered, such as
epigenetic processes. The emergence of neo-Lamearcikie central idea of which

is the inheritance of acquired traits, is conneeté this direction.

Forms of epigenetic inheritance ('soft’) within amggsms have been
suggested as neo-Lamarckian in nature (Jablonkd amt, 2006). In addition to
‘hard’ or genetic inheritance, involving the dualion of genetic material and its
segregation during meiosis, there are other hemgdglements that also pass into
the germ cells. These include methylation pattemiSNA and chromatin marks,
both of which regulate the activity of genes. Thase considered Lamarckian in
the sense that they are responsive to environmstitallli and can differentially
affect gene expression. As a result, phenotypiaigbs occur that can persist for

many generations in certain organisms.



Jablonka and Lamb (2006) have argued that therevidence for
Lamarckian epigenetic control systems causing éwolary changes and called
for an extended evolutionary synthesis. Accordmghe authors, the mechanisms
underlying epigenetic inheritance can lead to 8ahal changes that reorganize
the epigenome.

How does alternative inheritance change the ovpretiire of evolution? It
Is possible, to assume that it is a part of thereded synthesis, but it in no way
solves the combinatorial problem. The main issuelation to neo-Lamarckism is
the following: if a priori, the (arbitrary) actioof environment on the genome
associated with the organism, which is obtained assult of such changes in the
genes. If such a connection is not present, it doésnatter that it was the source
of mutations. In this case, this effect can be whared part of the Darwinian
theory. If such a relationship takes place, i.pigenetic inheritance that leads to
new benefits to the organism, then it is one of thechanisms of directed
evolution. We emphasize that the question of theciip mechanisms of
inheritance (DNA, proteins) in relation to a condtiorial problem is secondary

and not fundamental.

It should be noted that in relation to alternatwethods of inheritance, the
combinatorial problem persists. Moreover, it is aethated as the number of
possible variants based on genomic methylationrbedarger. From this point of
view, it becomes clear that the combinatorial peabis common to most complex

systems, regardless of their carrier of information

As noted above, the interaction of the organismthedenvironment must
be clearly defined. The term "adaptation” is ofteed, but this term has many
meanings and is poorly defined. In particular, wigspect to the epigenetic
inheritance, we must determine what adaptation this case. Is it different from

random (i.e., not directed) changes in the genomiesalbsequent survival of the



organism in the environment? If it differs, themsttifference should be explicitly
included in the theory of evolution. If not, theack inheritance does not differ
fundamentally from Darwinism. If, however, in theganism or in the environment
there are mechanisms (programs) of changes inghenge (epigenetics-related or
not) that produce the "adaptation”, then such masha are part of the general

mechanism of partially directed evolution.

Baldwin effect and phenotypic plasticity can be sidered mechanisms of

speciation.

The Baldwin effect is the theory of a possible etiohary process that was
originally put forward at the end of 19th centuBaldwin proposed a mechanism
for the specific selection for general learningighiSelected offspring would tend
to have an increased capacity for learning newssiakher than being confined to
genetically coded, relatively fixed abilities. Iffext, this theory places emphasis
on the fact that the sustained behavior of a spexigroup can shape the evolution

of that species.

The Baldwin effect consists of two steps (Turnewletl996). In the first
stage, learning during life has a chance to chamgghenotype of the individual.
If the abilities obtained through learning are ukethe abilities are spread in the
population. In the second stage, if the environmentlatively stable, evolution
replaces abilities received from learning by cornigénabilities (genetic
assimilation). Hinton and Nowlan (1987) built thesf computer model of the
effect. In the literature, there are arguments lhattand against the Baldwin effect
(Suzuki et al, 2004).

The main problem of the Baldwin effect is that thechanism by which
the abilities are received and become geneticaditerchined remains entirely
unclear.



One might speculate that if a priori informationoab these abilities is
absent, then there is only one way by which itassible to achieve such features
during the process of evolution: the exhaustivercdeaThe problem of the

characteristic time of the enumeration remains solved.

The Baldwin effect is closely related to the corcep "phenotypic

plasticity."

Phenotypic plasticity is an important part of madewolutionary theory.
For example, Pigliucci (2007) suggests: “Today wapsy can no longer talk
about basic concepts like, for instance, heritghilvithout acknowledging its
dependence on the sort of genotype—environmentagtiens that are best

summarized by adopting a reaction norm perspettive.

There are two prior opposing theories linking bebaand genotypes. In
one theory, conditionally called "behaviorism," timeportant role of genes was
denied. However, there was another trend ("germkgierminism") that stated that

genes completely determine behavior.

At present, these extreme views have not beenrcoadi. The study of the
individual development of an organism shows thadlifferent environments, the
same genotype may be expressed differently. Thelusion is that the phenotype
and behavior of an animal depend not only on géokslso on the environment

(see, for example, Agrawal, 2001, Whitam, Agra\2al9).

In the opinion of Wagner (2011), phenotypic plastiés connected with

innovations.

The problem with the evolutionary interpretationpbienotypic plasticity is
that (as is the case with the Baldwin effect) itschranisms remain unclear. The
mechanism of change in the phenotype must be esgéstsomewhere. If this

mechanism is innate (i.e., the genes already iedudarious options for



phenotypes in response to certain environmentalitons), then this is simply a
variant of evolution. If this mechanism is not iné&t, how does a phenotype
(behavior) form? For example, because complex bersgxequire a large amount
of information, the problem of storing this infortiman arises. This need for
information storage presents a problem for evofuéie a whole and also for many

intracellular processes (see, for example, Melk#d,3).

On the other hand, the molecular basis of speadiais the work of
molecular-genetic control systems (MGCS), or natuganetic engineering
systems. How we look at the genome has changeddeoally in recent decades
(see Shapiro, 2013). Initially, it was only consete a repository of information
(read-paradigm), but now it is widely accepted timany of the changes in the
genome are caused by the cell itself, or more peggi by the molecular-genetic
control system, which, in essence, is a single witit the genome (read-write-

paradigm).

This control system includes numerous operationsh &s mobile genetic
element movement, alternative splicing (Will, Lulamn, 2011, Wahl, Luhrmann,

2015) cutting of DNA, transposons, and others.

It must be emphasized that the molecular genetitralbsystem carries out

its work, depending on the environment.

According to Shapiro (2013), there are a numbeifagtors activating
genomic instability. Such factors include intergkdl signaling molecules and
toxic substances. For eukaryotes, a significantetaion between the history of
the life of the organism and the epigenetic consydtem was found. Genome
changes in response to stress include point maotgtectivation of mobile genetic

elements, and restructuring of chromosomes.



All the events listed above suggest the presenaaadécular recognition
mechanisms, although many of the details of thesehanisms, as well as the

work of molecular-genetic control system as a whate still not clear.

4, M echanisms of speciation and molecular recognition

Molecular recognition of the environment plays gng#icant role in the
evolution of species. This system should allow ahganism to define a state of
organisms of their own species (including the doselatives), and many species
with which it is in direct contact. For example, ¢chanisms for such recognition
associated with the operation of the immune systane been previously proposed
(see Markov, Kulikov, 2006). The authors note thgbroductive isolation has
played a key role in speciation. According to tmevailing views, the underlying
mechanism of speciation is the gradual accumulatibgenetic differences in
isolated populations (allopatric phase of speamtioccurring due to mutation,
selection and genetic drift. This reproductive asioin was originally conceived as
an accidental by-product of adaptation to differesdnditions (ecological
speciation) or the simple accumulation of randorancfes in the gene pool as a
result of a long, isolated existence. In the cdgsh@purely sympatric speciation, it
IS assumed that the isolation is formed under tinecdinfluence of selection
(diverging or disruptive), which favors individuaglectively mated with similar
ones. In the paper (Markov, Kulikov, 2006), the gib#ity of a third variant is

justified.

According to the authors, isolation may occur ag@roduct of divergence,
but not random, and regular and determined. Thig owur on the basis of

mechanisms of distinguishing between their ownalreh molecules.

Some of these mechanisms may act on the immunalogrnciple by

comparing the data on the partner (signaling mdéscuoheromones and other



antigens in a broad sense) with relevant data aibgelf. Antigens of the main
histo-compatibility complex (MHC) can play a sigo#nt role in such testing of
potential mating partners. Smell is also involvedthe recognition of genetic

proximity.

Christakis and Fowler (2014) conducted a study tiwatcluded that on
average, the DNA of friends is closer than thatasidom people in the population.
This conclusion is in agreement with the proposgabthesis that organisms (not
just humans) can accurately determine the genaif/a@other organism. It refers
not only to organisms of the same species buttalsoore distant ones. The study
covers a fairly short period of time; however, floe specific time of the formation
of new species, the determination of the genetmspmsition of neighbors could be

much more accurate.

Recognition of the molecules in the process oftreas inside the cell is
essential for its normal functioning. It is believéhat many of the chemical
reactions (including those related to the transimmssf information) are working
on a "lock and key" (or "hand-glove") principle ésefor example, Savir and
Tlusty, 2007). This principle is that the shape@oé molecule corresponds exactly
to the shape of the other. Only in the case of sucbmplete coincidence does a
certain reaction (enzymatic) takes place. If theweno coincidence, then the

reaction does not take place, with overwhelmindpbility.

In the absence of molecular recognition, the stanld precise work of
cells would be impossible due to the large numbier'abbnormal” reactions.
Currently “molecular recognition” and “molecularcking” are special directions
in molecular biology and biochemistry (see, e.ggldos et al, 2007, Mobley et al,
2007, Kahraman et al, 2007, Wang et al, 200fgse directions are related to each
other and represent structure prediction methodsxample is the prediction of

the effective interaction between a protein aniganid. The peculiarity of this area



Is that the ligand is typically a simpler molecti@n the protein. The authors of
many studies note that at present, the accuratdicpom of protein-ligand
interactions (or more broadly - two biologicallyportant and sufficiently complex

molecules) is an unsolved problem.

Let us consider the gquestion of the mechanismseobgnition of the
immune system of the state of environment. The imemgystem makes the
following: it organizes the flow of information fno outside into the organism. In
recognition, such information is first extracteddahen the immune system begins

to somehow act on the antigen, but received infiomanay continue its way.

Antigens, as part of environmental organisms, mdliucarry information
about these organisms. If recognition occurredn ttiee organism has received
information about what organisms surround it. Tihfermation includes not only
the species of the organisms but also about railiaite effects of their behavior

and evolution, which in some way are reflectechigse molecules.

Rather similar processes occur in our very organi§ahavior and
evolution, being complex processes, are contrdiied large number of degrees of
freedom of macromolecules. Consequently, the oppos true; reading
(recognizing) these degrees of freedom, we canigiréite behavior (evolution,

biochemistry, etc.) of the environment.

All immune responses of organisms (cells) can baldd into two groups:
the organism’s immune response as a whole, aracgitular immunity. The work
of the immune system of multi-cellular organismgasnplicated and includes so-
called innate immunity and acquired immunity. Thestnmportant property of the
Immune system is the ability of an antibody to selely bind to an antigen. The
mechanism of this selectivity remains largely uacleas well as the temporal
evolution of antibodies. The intracellular immunisyrelated to RNA interference

(see, for example, Castel and Martienssen, 20t8nSeyk et al, 2005).



Note that the problem of recognition of antibodie¢he immune system is
relevant to general biological and medical appitce. It is believed that this
problem is solved by so-called "housekeeping geral their strong variability.
However, mathematical models of the recognitioncpss are absent in the
literature, and the problem of the number of vdsaaf antibodies and their

possible enumeration in terms of complexity is distussed.

As research has shown, human and animal sensesthfn to distinguish
much more subtle effects than previously thougldr Example, humans can
distinguish between 2.3 to 7.5 million colors (Bdshet al, 2016, Dickerson,
1943) and approximately 340,000 tons of sound. gkgtie smell, the number of
different variants for such signals is estimatecagproximately 1 (see, also,
Meister, 2015). These values (related, of cous@ther animals) are difficult to

justify as adaptations for survival.

Moreover, certain species (e.Brosophilg even distinguish isotopes (e.g.,
hydrogen) (Franco et al, 2010). This can signifiaimcrease the possibilities of

the olfactory system.

These estimates provide a lower bound for the agpatthe information
channel of external information processing. To gweupper bound is much more
difficult because recognition at the molecular lagemuch more difficult to track
in the experiment. However, autophagy allows usniake such estimates.
Autophagy (see, for example, Mizushima et al, 198Bimura et al, 2000) is a
system for combating cellular “trash”. Autophagogsnctan detect incorrectly
folded proteins and other molecules. This leadsseny different estimates of
possible degrees of freedom that can be recograpeldfor which appropriate
controllable actions can be performed. Generallgakmg, a protein in a
conformation different from the native one représemother molecule. Of course,

this refers also to other biologically importantlewles (RNA, DNA).



This issue was examined in the work (Melkikh, Seéz 2012). Because
different proteins interact with each other, it usclear how to address the
avalanche of errors. If the newly formed compleX lg#ad to some new reactions,
do they in turn lead to other new reactions? Pnatetworks form, where proteins
can fall not into their native configurations, batsome long-lived local minima,

where they are notoriously inefficient.

How do autophagosomes distinguish the wrong protemplexes and
incorrectly folded proteins? For such a distincti@utophagosomes must have
receptors for specific proteins. In principle, sugteptors might exist for all
proteins, but there are thousands of differentganstin a cell. Even in this case,
there is a problem because the number of moleaflesach receptor would be
only a few if not one. What would be the speechéidrimation processing in such a

system?

However, the main problem is not this, but howdoagnize the different
conformations of protein. The number of such pdsstbnformations (taking into
account the total number of proteins) is expondéwnti@rge, so space for all
receptors is simply not enough. To only recognimeright proteins, it is necessary
to have a mechanism of such recognition. How shauldceptor be arranged that
only recognizes one type of protein and eliminateg "wrong" proteins, but does
not react with the "correct" form of all other tyef proteins (thousands of them)?
Most likely, such a receptor will have to preseestywstringent requirements in
terms of complexity. That is, it will have to haaevery large number of controlled

degrees of freedom.

It can be assumed that the immune system and s¢inspry systems of the
organism an important part of the work carry outthe framework of directed
evolution. That is, directed evolution requires, rasach as possible, accurate

knowledge of the environment down to the molecldael. This is because the



organism can determine which neighboring nichesca@ipied and which are
free. Information capacity of all senses (includimgnunity) can completely solve
this problem. That is, the senses determine exattht organisms are found in the
environment; on this basis, such (directed) changethe genome occur, Iin
accordance with which organs (such as wings) gthdbagin to arise, allowing

the organism to survive in a specific environmétawever, the basic problem —
the way of processing of this information — has yett been solved. Solution of

this problem would play the crucial role in creatmf novel evolution theory.

5. Quantum effects of the interaction of biologically

impor tant molecules and mechanisms of speciation

We first discuss the problems of the work of thdeuolar-genetic control

system. Next, in this context we discuss mechanafspeciation.

The question of the mechanism of the molecular-geentrol system, as
well as the biochemical reactions in the wider sengas discussed earlier in
(Melkikh, 2014, 2015), mainly in relation to theoptem of protein folding.
However, it should be noted that folding of DNA aRdNA plays an equally
important role in the work of the molecular-genetmtrol system. For example, it
Is known that DNA is tightly packed into the cellaleus. In this case, in addition
to the package as such, there is a problem of sitodbe different portions of the
DNA for their regulation.

In a cell, DNA is folded into nucleoprotein struets. When forming the
mitotic chromosome, the DNA of eukaryotic cell§afled several thousand times
with great accuracy (see Gatti, 1983). Howeverpideshe great progress in the
study of DNA folding, the mechanism of such precBBA folding remains

unclear.



In eukaryotes, DNA is condensed into chromatinwiei cell divisions,
chromatin is optimized for accessing active geméswvever, it remains unclear
how such selective access occurs. During divistbe, chromatin is folded in

classical chromosomes, where DNA is structuredhaglaer level.

We show that the problem of DNA folding, as well itss function as a
repository of information, is not only nontriviabut is also even more

contradictory and paradoxical than protein folding.

Consider compact DNA folding in chromosomes. Askwew, DNA in the
chromosomes represents a condensed medium of kiggityl (see, for example,
Teif, Bohinc, 2011). Such a medium can be obtainely in the case of a high
orderliness of the polymer chains. Let’'s estimhteriumber of degrees of freedom
of the DNA folded in chromosomes. Let the doublixiheave a length of 3 billion
base pairs of nucleotides. Even if we take as tmaih the persistence length of
the polymer (equal to approximately 50 nm), thaltoumber of folding variants
of such a polymer would exponentially large. Indeéave accept that as a result
of bending, a DNA chain on the characteristic @esice length can take at least
two different states, then we obtain for the totamnber of possible spatial states of
DNA:

2L/ L pers

This is a lower estimation, but with enzyme actilois length can be made
much smaller. However, even this estimation givesimber approximately equal

to:

22x107

This number of variants is so large that it is isgble to enumerate them

during the lifetime of the universe with parallglevation of all living beings who



ever lived on Earth. This means that the DNA durfioiding has become

entangled in any of the exponentially large numloé@morphous states.

In relation to the condensed DNA, this means thathenucleotide is
surrounded by approximately six other nucleotidest known potentials of
interaction between the atoms have a charactetestgth of the order of atomic
sizes. In this case, the misfolded structure valirespond to the potential well in
which the system will stay long enough. On the o#iee, there are exponentially
more such potential wells (this shown, for examfulethe spin glasses). However,
potentials for other molecules (e.g., proteins),icwhwould initially prevent

creation of the wrong spatial structure of DNA, act known.

If for relatively short proteins, the mechanismsainple enumeration of
variants could work during folding process, then@iNA it is impossible because

of its significantly larger size.

It is believed that the control of the folding oNB by proteins solves the
problem of folding (e.g., histones promote foldiaf DNA into nucleosomes);
however, proteins are also molecules for whichdhme paradox occurs, which
means that instead of having to control the foldiMdNA in regular structures,
such proteins could entangle DNA because the nuofbentangled states is much

larger than the number of correctly folded states.

The problem of DNA and RNA folding from the phydica geometrical
point of view has been little studied in the litewra. However, it is obvious that
most of the models and their contradictions disedistove are fully applicable to
these structures. That is, the DNA and proteinsiopming any operation on it,

represent one large macromolecule, for which fgjdshcontradictory.

There are many papers devoted to the problem ofeiprofolding
(Bryngelson and Wolynes, 1987, Onuchic, Volunes9719Volunes, 2004,
Volunes, 2015, Grosberg, Khokhlov, 2010, Finkelst2013, Martinez, 2014,



Ben-Naim, 2013, Berger, 1998, Bern and Bayes, 20tdscenzi et al, 1998, Shaw
et al, 2014), but a general solution of the proble® not been obtained.

As it was noted above molecular docking and mobacrgcognition is a
separate area in which the configuration is catedlavhen the protein and ligand
interact. It uses some simplifying assumptions, aimag the energy landscape.
We emphasize that only the geometric approach @erP98, Crescenzi et al,
1998, Shaw et al, 2014) can be considered the rame first principles because
only in this approach a specific topology of biatadly important molecules is
taken into account. In many other cases, it iseeithnored or simply a smoothed
energy landscape. However, the task becomes signify different and no longer

corresponds to what happens in nature.

Since the problem of folding and reactions is NRdhae., requires an
exponentially large number of steps, this leads atocontradiction with
characteristic speed and accuracy of these pracesseshown in (Melkikh, 2014,
2015), the main processes in the cells will notgeay as the proteins will not have
time to take their native conformations and biotadly important molecules in the
interaction will become entangled, forming inefict complexes, and making

genome control impossible.

All the above leads to the need of the applicatibguantum mechanics for
modeling the interactions of biologically importamblecules in general and the

molecular-genetic control system in particular.

Let's consider the problem of origin of biologica@omplexity and

mechanisms of speciation.

Considering the allele variants, not all of the gole nucleotide variants
significantly change the problem. The number ofiargs of nucleotides is, of

course, much larger. However, this consideratioron/ a posteriori (that is,



comes from what realized), not a priori, which mesine from what is permitted

by the laws of nature.

Such well-known methods to accelerate evolution mamed to the
exhaustive search of variants, as cumulative seteend block coding require a

priori information for their implementation.

Under cumulative selection, the information seqeesdterated at random
until a nucleotide reaches the "good" (goal) stathis search method was
proposed by Dawkins (1986) using the example phtB&sthinks it is like a

weasel”.

To show that this method requiraspriori information, we consider in
more detail how “good” nucleotides "fix"; withothis process, the sequence can
be destroyed by random processes. If there is @adpmechanism of protecting
"good" nucleotides from mutations, there must beexhanism of recognition. In
turn, identification (according to the recognitidimeory) requires standards for
comparison. Such standards must exist before tlegniion process and
represent no more tham priori information about these nucleotides encoded in
some structures. It is easy to show that the amotithis information will be
approximately equal to 2N bits (as in the aboveppsed algorithm, partially

directed evolution, where K N).

Assuming that the external environment somehowctyeor indirectly
affects the nucleotide sequences, then it is napess determine the nature of this
external environment. It is something active, omeomachine? If yes, then we
must determine the sequence of actions of suchchineg if not, then there is no
reason to believe that it would select somethingh wdlocks. If the external
environment has not a "target” to create organiadapted to anything, then its

role will only be organism survival.



An alternative method of nucleotide fixation miglebnsist in the
arrangement of the space of adaptation such teat #lways exists a path from
one niche to another. That is, selection favory tmbse organisms that are on this
pathway. In other words, those organisms in wharnes nucleotides have reached
the target set should certainly survive; howeveress the further mutation of

these nucleotides is prevented, selection willogéble to protect them.

Let us show that this is so (here we follow Melki@014)). Indeed, to
preserve any set of nucleotides unchanged (whililerstare subject to change) in
the absence of an internal mechanism, but only ddgcion, we must have a
population of organisms comparable to the total Imeimof states of these
nucleotides. If there is an exponentially large benof nucleotides (and there will
be more and more of them in proportion as cumudagivolution continues), then

this number is also exponentially large.

We can conduct a physical analogy with Brownianiomotif every particle
that has moved beyond the specified area is destrdlgen the time of existence of
particles within it will be small. It can be largaly when an exponentially large
number of particles exists. If this area is boundbyda potential barrier, this
situation corresponds precisely to the internallhmasm of recognition, which is

discussed above.

In addition, cumulative selection requires a sdezipriori arrangement of
the environment (adaptation space). In this cdse,question arises: how could

such an arrangement appear?

Note that the speciation mechanisms discussed aboein fact, not
microscopic mechanisms, but macroscopic schemesiirireg] microscopic

grounding.

However, in this case, how is the choice made fileenexponentially large

number of variants? It is believed that during atioh, organisms do not



enumerate all possible variants, but are restribtetepetitive use of the same (or
related) sequences. For example (Putnam et al.)2@8@&mmalian genomes are
composed of a considerable part of almost simigreg. This process of using old

seqguences for new purposes is often called moleexsptation.

Let us ask the question of in what case is suclptaan possible? This
issue is discussed in the work (Melkikh, 2015)wimch it was concluded that such
a process must inevitably be accompanied by theepoe of a priori information
about how good a given sequence will be. The poeseari such information
radically changes the mechanism of evolution; fraire non-directional
(Darwinian), it becomes directional. One would assuhat exact solutions are not
realized in nature, but always only approximate spniee., many nucleotide
sequences could have some meaning, or encode garyism. Indeed, within each
species there is some genetic diversity within gbpulation of several different
organisms. However, such diversity (some degenerbsglution) essentially does
not alter the conclusion that in the case of nordiional evolution, the problem
of enumeration of variants remains NP-complex. Haper (Melkikh, 2008)
calculated the probability of the formation of sigscin the frame of the model of
undirected evolution, which explicitly takes intocccaunt intraspecific and
interspecific differences, which are on averageDQ@land 1/100. It was shown
that the probability of such species origin on sughmechanism remains
exponentially small, and NP-complexity weakly degion the accuracy of these

guantities.

Evolution of species can be described on the hafsimown system of

equations

dx C
d—tjzxj(zaﬁ)l(_¢(t)j’ (1)

i=1

where



]

n n

#(t)= 1aji>$>ﬁ,Z>%:1.

=1 i= i=1

The values ok; are the frequencies of alleles in a populationg@tdis the
fitness.

The matrixa; of mutational flows is considered symmetrical heis(1930)

showed that the change in the average fithessnshagative (see, also, Schuster,
2009):
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The result (Fisher's theorem for evolution) suggésat the population, on
average, is moving in the direction of the localpef fitness.

We make a few remarks on this theorem.

First, as noted above, it is not obvious that i ftamework of evolution
simulation we must consider the alleles of genes. hecessary to consider all the
genes changes that are not prohibited by the ldwsature, that is, arbitrary
permutations, or insertion and removal of nuclexgtidThis consideration is in the
spirit of Darwinism, as while descendants are meaied, in the framework of
undirected evolution it may not be aware how gduoel nucleotide sequence is.
Consideration of alleles alone significantly redsiciie number of possible

variants, but is based on the implicit assumptlaat pther variants of the genome



are prohibited a priori. This assumption may nofustified as part of undirected

evolution.

Second, genes are linked with each other. In tlisec according to
(Schuster, 2009), the optimization principle is anclusive. However, gene
connectivity should be more precisely defined. Tpeper (Melkikh, 2014a)
examined the field of mutations and field of fitagesvhich can be given a
geometric interpretation. On the plane can be ifledttwo different vectors:
gradient of fitness and mutation vector. Withoudiidnal assumptions, it does not
follow that they are directed to one side becaley depend on very different
parameters.

If there is no correlation between these vectoes, the average projection
of the vector of mutations on the gradient of f#més zero, this evolution can be
called truly random (non-directional a priori). dtich a correlation exists, than
evolution is partially directed. At full correlatiq(i.e., when the mutation a priori is
directed towards increasing adaptability), evolutis entirely directed. Note that
in the case of non-directional evolution, mutatiadem be arranged arbitrarily
complex, i.e., it does not require that the differ@ucleotide mutations were
equiprobable and independent. It is sufficient thias complex process of

mutations was priori not focused on the field of fitness.

Thus, within the Darwinian paradigm of undirectadlation (including
extended synthesis), the theorem remains true,tdeg connectivity of genes
(nucleotides).

In the frame of partially directed evolution moverhén phase space can
be described by Fokker-Planck equation (Melkikh Ehdennikov, 2016):

ﬂ:\*Ff+DAf
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wherev is a velocity vector of directed motion due torep information,f

is the probability density, arid is the diffusion coefficient.

Such a directional movement can solve a known probbf crossing
"ravines" of fitness. Indeed, in the framework oidirected evolution, organisms
that reached the nearest peak of fithess find tek@s in a "trap”, and the
achievement of a neighboring peak of fithess (a¥enis much higher than the
maximum on which they are located) is highly urijkéVithin the framework of
the theory of undirected evolution, it is not pbssito offer a consistent

mechanism of crossing ravines.

In the framework of directed evolution movement &oels the highest set
of fitness is just a part of this theory, in whitte movement down the slope of

adaptation is not prohibited and is not unlikelig(ffe 1).

Fig.1.

With regard to the formation of species, it is apiate to also consider
the question of the origin and existence of theegeralphabet. Why is there a
single genetic alphabet? Why there are alleleR@fienes in the population? From

the standpoint of the Darwinian theory, it is coesed an axiom that requires no



proof. We show, however, that the existence of |legleitself leads to a

contradiction in the frame of undirected evolution.

Indeed, let the genetic alphabet has arisen foresmason. That is, all
creatures have the same rules of reading genesndeing the beginning and end
of genes, etc. How will such a system evolve? Ioet character in the alphabet be
changed. That is, any nucleotide now means songetienwv (it can be nothing).
However, in terms of undirected evolution, it dogst mean anything. This
descendant will survive, or not; the mechanism &fegchanges does not matter.
This means that the genetic alphabet itself, ad wagl conformity between

nucleotides and amino acids, is neutral.

Then, an alphabet should change over time, assallies and commands
can be executed in a very large number of waythdmodern theory of evolution,
it is assumed that since both the genetic alphabdtthe genetic code are very
important, therefore they are also very consereafithey change little in the
course of evolution). However, it should be spedififor whom (to what a
structure) these properties are important. They maly be important for the
organism itself, but only for the descendants; hawethe descendants’ survival is
not directly connected with the rules of the gemdénguage. The terms of
undirected evolution first require a descendanbeéomade, and then how it is

adapted to live in such an environment will be deteed.

To ensure the sustainable existence of the gealgt@bet with all its rules,
the existence of a special genetic control systermecessary. This system
determines that this gene is dominant, but nots®ee, and that the definite
sequence of nucleotides serves as a punctuatiok Imeiween genes. The
existence of this control system cannot be justifrgthin undirected evolution,
since it does not provide advantage to the orgabigitself. If we assume that the

system arises and functions accidentally, thennagere is the problem of the



enumeration of an exponentially large number ofards, which in the frame of

undirected evolution cannot be solved.

From the viewpoint of partially directed evolutiothe existence of a
control system of genes and their evolution is r@tuThis process can be
compared with the growth of trees: when we plardaebirch seed, we knew in
advance that a birch will grow, and not pine, feample. What exactly will grow
depends on external conditions (humidity, soilhtligonditions), but there is no
doubt that this is a controlled process that igdbr controlled by genes. The term
"growth program" can be used in this sense. Th@ygm provides various
development variants, which are run by a certamtesiof the environment,

determined by receptors.

Similar mechanisms should be implemented in théuéom of species. To
confirm or disprove the existence of such a medmnispecial experiments
required. The most promising may be considered rexpats with rapidly
evolving species. It is not sufficient to determthe state of genes within a certain
period of time, but we must follow evolution “om#&”, that is, the process of
change in the genes at characteristic moleculagstiriihis is difficult task, but
possible in perspective. For a more detailed dsouns of evolutionary

experiments, see (Melkikh and Khrennikov, 2015).

Thus, from the point of view of partially directeglolution are the

following requirementgor the mechanisms of speciation:
First, there must be a system of molecular recandaf the environment.

Second, the information obtained can be used ferstart-up of existing
alleles (operational program of evolution) and teate the operational program
itself. That is, in a directed way, alleles thatynb@ needed in the near future will

be produced during reproduction.



Third, the crossing itself is directional. Wheresalected a partner, who

presumably has genes that are most appropriate tenvironment.

Fourth, at crossing, spare genes will be produatdth can be useful for

population in the near future.

Fifth, the life span is adjusted so that if necegseapid changes in the
population (when the environment has changed sogmfly over the generations)
free up space for more adapted descendants (see,Melkikh and Khrennikov,
2016).

When part of the population became isolated frora tkst of the
population (for whatever reason), then spare pragrean survive (i.e., those that
are not the most optimal). In this case, a settloérospecies arises. In the limit,
when a small part of the population became isolatetthe edge of an areal (i.e.,
under special conditions), then their a priori perg practically did not have to

compete with each other, and one of them survived.

In the absence of spatial isolation, environmemggiognition by many
organisms gradually happens. Operational prograrmgnaulate, until one day the
program that provides an effective view for thicha will run. During this
transition, a new species ceases to interbreedthsatiold one. This process is also

controllable and predetermined.

Baldwin effect can also be explained by the thewirypartially directed
evolution. It is important to note that the behayiacluding learning, is also due
to a priori information (see also Melkikh, 2011,12@), which means that the
behavior, as well as the evolution, is a prioredited (for more on the similarity of
behavior and evolution, see (Melkikh, Khrenniko®13)). In this case, it can be
concluded that it may be advantageous under cedamuitions to implement

inherent behavior as a program that is recordessbime structures (not necessarily



in the genes) and in other cases as genes thateertbe behavior itself. An
advantage of this or any other type of recordinghidrmation can depend on the
uncertainty (stability) of the environment.

That is, in some cases, from the multitude of thitg form the program, it
IS necessary to reserve a set with much less pibnaewill be used in the future for
the selection of different behaviors. Naturallye tthoice of this set is based on a
priori information about the evolutionary landscapkhis hierarchy in the
programs of behavior is not limited only to livingrganisms but is also
characteristic of many technical systems.

Note that the implementation of the Baldwin effecimodels of artificial
life clearly shows that this effect can be realipatly with a priori information. For
example, according to Red'ko (Red’ko et al, 20@®nes in a population of
artificial organisms set neural network parametéMeural networks can be
optimized by evolution as well as by learning slimportant that the properties of
neural networks are genetically determined, ixplieitly present in the genome.

Thus, in this case, the Baldwin effect is nothing & type of evolution.

Note also that the Baldwin effect is used in genatgorithms and hybrid
models. In these cases, the effect is a symbidsiewral networks and genetic
algorithms. However, genetic algorithms and neumngiworks involve a priori
information, and without a priori information, tlgenetic algorithms and neural

networks cannot work.

Thus, the concept of "phenotypic plasticity,” "pieisy of behavior" and
the "Baldwin effect" can be interpreted based am ttieory of partially directed

evolution as follows:

- there exist behavioral programs and organismcttras, which are

recorded either in the genes or in other structures



- a part of these programs is stored in latent fanch is not working;

- with changes in the environment, certain prografrttie behavior (or the

phenotype change) run, but the genetic part ofrarag may not change;

- when the environmental changes become stabis, advantageous to
change the genetic composition, but again, thtorge in accordance with a priori

information recorded in some structures.

As noted above, quantum effects should play an rtapb role in
evolution. In accordance with the general ideologfy control theory (see
Appendix), write the fundamental system of equatitor the fields and particles

in the following form:
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The subscript “c” indicates the change of the caaign.A, is the potential

of the electromagnetic fielg, are the Dirac matrices,is electron charge, and
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Hereu andv are controls — they are components of united vexftoontrol:

u
\Y

In the absence of the control, the system (4-@)sisd in quantum field
theory (Akhiezer and Berestetskii, 1965) within tlramework of the second

guantization.

The cost function in general will depend on basidables and controls:

| =1(,u,v).

A specific type of cost function should be deterinon the basis of

specially designed experiments.

Note that in light of the above, the interactionlblogically important
molecules, a hallmark of the interaction betweeidgically important molecules
must be their non-locality. For the simulation gstems with such properties,
classic (Li, 1992) and quantum cellular automatse (dor example, Elze, 2015)

have been used.

A related issue is the problem of the growth ofsicrgstals in which the
interaction between groups of atoms is essentiadliy-local to obtain the right
guasicrystal (see, Bindi et al, 2009, Steinhard®& Marcia, 2006).

Another example of non-local interactions is neunatworks (live or
artificial), in which each neuron can communicaté oanly with its neighbors but
also with arbitrarily remote neurons. There are alsodels of quantum neural

networks (see, for example, Gupta, 2001).



The paper (Melkikh, 2014b) proposed a model of gwanmotion control
of biologically important molecules. One of the marovisions of the model is to
allocate the part of the Hamiltonian associatedh wiany-particle interactions with
sufficiently distant particles. It was hypothesizbdt a fielde is responsible for
this interaction, which itself can depend on timeetiand parameters of the system.

We can write the equations of the model in theofeihg form:

oY -
lh——=Hy+
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The first equation is the Schrédinger equationafguarticle which, besides
the usual Hamiltonian, also contains the potentrhich corresponds to the

collective interaction of particles.

The second equation represents the dynamics of nthay-particle
potential. This particular potential organizes ediive effects so that the folding of
proteins and other reactions between biologicatigartant molecules occurred in
the funnel-like landscape.

According to (Melkikh, 2014b) a zero solution leads to the standard
Schrddinger equation. A nonzero solution leadsdotnmvial quantum effects in

relation to biologically important molecules.

The role of the function gp( y) in the right part of equation (9) is that
under certain conditions, it allows for the banmost degrees of freedom, except
for only a small set. These are exactly those @=sgoé freedom that enable rapid
protein folding, effectively implementing the react of "lock and key"-type and

other cellular processes discussed above.



It was noted in (Melkikh and Khrennikov, 2015) tlatantum effects are
not necessarily associated with wave behavior. &mmple, magnetism is
essentially a quantum phenomenon; however, it shows/ave properties. This
means that the presence of quantum effects in ritexaiction of biologically
Important molecules does not necessarily need taslseciated with their wave

behavior. In general, these molecule masses ailarg®e for their wave behavior.

The molecular recognition problem discussed aboag be considered as
well, and in more general terms. It can be shova ¢imly innate programs can be
run as a result of recognition. This issue wasiptesly discussed in relation to the
problem of knowledge acquisition in the broaderteah(Melkikh, 2014). Indeed,
as we know from the theory of pattern recognitibie, recognition process itself is
possible only if there is an etalon (referenceguajtfor comparison. This is also
iImplemented in neural networks with the teacheatT$, to recognize the object -
to attribute it to the certain class - it is possibnly when a priori properties of this

class are defined.

Therefore, recognition by the receptor of a moleaslonly possible if its
type is known in advance. Otherwise, a signal gratluces a receptor in output

will not belong to any a priori class. Consequerglych a signal will not be useful.

Thus, the surrounding environment recognition psees by the immune
system (as well as other sensory systems) areyircase congenital, i.e., they are
part of program of evolution. An algorithm of evidun comprising a quantum step

can be represented as follows:
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Fig.2.

Thus, the genome eventually changes (including estic changes).

Gradually, new species and subspecies arise.

For example, only 1/6 of the yeast genome compgss®s essential for
life (Hillenmeyer et al, 2008). Others represeritedent alleles of the same gene,
which may be useful in the changing (non-idealfwinstances. The same can be
said about the genomes of all living beings. FroBaawinian point of view, it is
Impossible to justify why the organism stores s@maeetic sequences "in reserve".

Organisms will not profit by it, and this maintegarrequires material and energy.

Consider some possible experiments that could fglathe actual

mechanisms of speciation (see, also, Melkikh anceihikov, 2015):

- Experiments on DNA folding and allocation of chmesomes in the cell.
A systematic study of the interaction forces betw#®e chains of DNA (RNA,
proteins) of different composition could shed ligint the nature of the interaction
between the biologically important molecules. Fus,t high-speed (18 s) laser

spectroscopy to measure the intermediate stat@®leicules can be used.

- Experiments with rapidly evolving systems. As wened above, one of
the fastest evolving systems is bacteria. What @am@sin of mutation occurs in
such cases? It is necessary to track the entinealoghain in this evolution,
starting with the reception of the environment,|ldealed by the processes of
intracellular regulation of the genome to mutatidimat lead to the emergence of
new genes. Eventually, we must consider such ancblaprocesses, and any a

priori information stored in some intracellulansttures will be found.

Experiments on epigenetic effects can also playomamt roles. It is

necessary to determine the mechanisms by whichcplart methyl groups are



attached to a specific location in the genome. Tais be done on the basis of

NMR techniques and using different hydrogen anaaisotopes.

6. Quantum bioinformatics and the problem of epigenetic

plasticity

In a series of works of Asano et al. (2010, 2011204 2a,b, 2013. 2014,
2015a,b) the mathematical formalism of quantum mhewas applied to model
adaptive behavior of biological systems, see diselKikh and Khrennikov, 2015)
for review. This approach is known geantum bioinformaticdn this section we
want to present briefly the basics of this noveprapch by emphasizing its
difference from quantum biophysics and the classimanformatics, see (Asano et
al., 2015b) for details and discussion. Then, otise 6.6, we apply this approach
to modeling of the epigenetic plasticity.

6.1. Theory of open quantum systems and biological adaptivity

We emphasize that biological systems are fundarieotzen systems, i.e.,
they cannot survive as isolated systems. Thereforejodel their behavior, it is
natural to apply theorgf open quantum systemescribing dynamics of a syst&n
interacting with a bath (reservoi)* The latter has a huge number of degrees of
freedom. It is difficult (if possible at all) to deribe explicitly the dynamics of the
compound systenS+E. Therefore quantum theory of open systems explores

approximations of the complete state dynamics. mwust widely used is the

' See, e.g., Asano et al. (2015) for biologist filgnpresentation of theory of open quantum
systems and more general theory of adaptive quasystems. A more advanced presentation,
but also with biological flavor, can be found inh{& and Volovich, 2011). And, finally, the
rigorous mathematical formalism is presented inlibek (Ingarden, Kossakowski and Ohya,
1997).



Markov approximation in the form o&orini-Kossakowski-Sudarshan-Lindblad

(GKSL) equation for the dynamics of tBestate.

In works of Asano et al. (2010, 2011a,b, 2012a04,32 2014, 2015a,b), it
was pointed out that theory of open quantum syst@mismore general theory of
guantum adaptive systems (Asano et al. 2015a) eansbd to model the state
dynamics of not only quantum systems, but evenobiohl systems. In such
modeling, S is an arbitrary biological system, from genomemtgins, cells to
animals and ecosystems, dads the surrounding environment. Thus the quantum
master equation in the approximate form of the GKe&juation describes the
evolution of the statg(t) of S. Here “state” is treated as tindormation stateof S.
Information encoded ip(t) is not reduced to the information about the physica
parameters. It includes also information aboutitiséogical degrees of freedom of
the systentS and the environmerf. The impact of the latter is encoded in the
coefficients of the GKSL equation, in the so calladdblad operatorof this

equation, denoted Ry,

We remark that the generat® of this equation consists of two terms,
HamiltonianH describing the intrinsic dynamics of the stat&aind the Lindblad

termL. The latter generates adaptation to the environménisG=H + L.

In contrast to the Schrodinger equation, the GKS$juation does not
preserve the purity of a dynamically evolving sta&epure initial state) can be
immediately transformed into a complex mixture dfieav pure states (Ingarden,
Kossakowski and Ohya, 1997). Mathematically sucmigture is given by a
density operatorp. Thus this equation describes the dynamics of thesity

operatorp (t).

For a “natural” HamiltoniarH and Lindblad operatokL, the statep (t)
stabilizes to somsteady stat&. This state represents a stable configuration #@r th
biological systen®. (The latter can be a genome, epigenome, celipanhuman



being, ecosystem, social system.) In the mathealatimodel (Ingarden,
Kossakowski and Ohya, 1997), stabilization agf) to & is takes place fot

approaching infinity. Of course, in reality thisbilization takes finite time: after
some time interval fluctuations of system’s sjgt¢ become relatively small, they

can be ignored anglt) can be treated as approximately equaf.to

Changes in the environment will modify the LindbladeratorL” and,
hence, the dynamics pf(t). The steady stat#, the output of interaction & with
the previous state of environment, loses its stglih the new environmeri”).
Starting with, the new dynamical describes the evolution of sysiatate. The
latter will sooner or later stabilize to the newasty statay and so on. Since the
generatorG of the adaptive evolution described by the GKSluaimpn has the
form G=H + L, the dynamics can be modified not only due to changethe
environmentE— E’, but as the result of changes in system’s Hamiltartibh—
H". The latter represents the internal “information rggé of S the genuine

potential of a biosystem to change its state.

6.2. Principle of complementarity in quantum physics and biology

One of the main distinguishing features of the dqunevolution is its
probabilistic character The symbolic expression “system’s state” represe
statistical features of a population of systemsstatep (even a pure statep)
determines only the probabilities for expressiohsame physical and biological
features by representatives of the population. Bhihe essence of the so-called

statistical interpretation of quantum mechanics.

However, by itself the probabilistic nature of ttate dynamics is not the
distinguishing feature of the quantum theory. Bynsidering, instead of the
guantum master equation (e.g., in its Markoviammferthe GKSL equation), the

classical master equation, we shall also obtaibaddistic dynamics. One of the



main distinguishing characteristics of the quantbeory is that here the state of a
system encodes iiacompatible featuresSuch features cannot be exhibited$y

simultaneously. But potentiality of their realizatiis present in system’s state.

As an illustration of such incompatibility, we pbitbo gene expression.
Incompatible expressions coexist in genome; we amarcretely pointo lactose-
glucose metabolispsee Asano et al. (2012b, 2013, 2015a), Basiewh €2012)

for its quantum-like treatment.

We can also present a plenty of examples of incdiipamental
expressions of human behavior. For instance, wepoanrt tothe disjunction effect
playing the important role in cognitive psychologiyd illustrating irrationality of
human behavior. This effect demonstrates that beh@f humans in context of
uncertainty is incompatible with behavior in cortex resolution of uncertainty;
see (Khrennikov, 1999, 2004a, 2004b, 2010, 201Ht€Cet al., 2004, 2007,
Busemeyer et al.,, 2006, 2011, 2014, BusemeyerBaoda, 2012, Haven and
Khrennikov, 2012, Pothos and Busemeyer, 2013)gt@ntum modeling of this
effect? Following these authors, let us consider theofeihg experiment for

psychological behavior.

> The second author of this paper approached thidgmoby starting with probabilistic analysis
of quantum foundations. The main output of thislgsia was that quantum probabilistic
behavior has no rigid coupling with some “mystiésdtures” of micro-systems. Supported by
this conclusion, Khrennikov started to look for Bggtions of quantum probability theory
outside of physics, especially to model cognitinel psychological behavior. In this way there
was established the fruitful cooperation with teup of experimenters working in cognitive
science (under the leadership of E. Conte). E.té€proposed to test quantum-like features of
statistical data collected in experiments on redamnof ambiguous figures (Conte et al., 2004).
There was explored the experimental design propase(Khrennikov, 2004a,b). Honestly
speaking publications (Conte et al., 2004, 200% dot attract so much attention. The
revolutionary step was done by the professor innitivg@ psychology J. Busemeyer who
approached the same theory from another side. He ble@n working for long time with
disjunction effect and he was interested to findahanathematical machinery to handle this
effect in the proper way. And he started to appeajuantum probability. As the result of his
advertising of quantum probability in the cognitipgychology community, the quantum(-like)
models started to diffuse (still very slowly) irttis community.



A group of people participating in the experimehbwd play a game in
which they can either earn 200 USD or lose 100 UBB, probabilities of such
outputs are equap(200)=p(-100)=1/2.After the first game, participants of this
experiment can choose: either to play the secontegar to stop gambling. This
possibility of playing the second game is preseirieal few different experimental

contexts:

Experiment 1: After the first game, a participant is not informagbut the

output of his first game. “Would you like to playetsecond game?”

Experiment 2: After the first game, a participant is informed tth&/she

won and earned 200 USD. “Would you like to play skeeond game?”

Experiment 3: After the first game, a participant is informed ttihe did

not win, so and he lost 100 USD. “Would you likeptay the second game?”
Denote these experimental context€asC2, C3.

In the series of experimental studies in cognitpg/chology(see, e.g.,
Busemeyer and Bruza (2012) or Khrennikov (201®\as shown that in context
C1 participants in general reject the second ganihlethey agree to continue in
both contextsC2 and C3. (This is the probabilistic statement and its rogs
probabilistic formulation will be present later.u@® behavior contradicts to the
axiom of rationality which is typically formulated the form of theSure Thing
Principle (STP) formulated by Savage (1954) who illustratelly the following

behavioral example:

“A businessman contemplates buying a certain pietegroperty. He
considers the outcome of the next presidentialtielecelevant. So, to clarify the
matter to himself, he asks whether he would bune iknew that the Democratic
candidate were going to win, and decides that halavoSimilarly, he considers
whether he would buy if he knew that the Republezardidate were going to win,



and again finds that he would. Seeing that he wbulgin either event, he decides
that he should buy, even though he does not knashvédvent obtains, or will

obtain, as we would ordinarily say. It is all toeldom that a decision can be
arrived at on the basis of this principle, but epicpossibly for the assumption of
simple ordering, | know of no other extralogicairmiple governing decisions that

finds such ready acceptance.”

The essence of violation of STP which was demotestran a series of
experimental studies in cognitive psychology id #heerimental contexS1, C2,
C3 areincompatible One cannot know and not know the output of th& fjame

at the same time or win and lose at the same time.

In quantum mechanics the thesis about existenceinobmpatible
experimental contexts was formulated by N. Bohthia form ofthe principle of
complementaritysee (Plotnitsky, 2006, 2009) for the detaileccal$sion. There
exist incompatible experimental contexts, e.g.,texts for measurements of
system’s position and momentum or the projectiohspin or polarization onto

different axes.

It is interesting that N. Bohr borrowed his prireipf complementarity
from psychology, from reading of James (1890). Jmes (1890) considered the
most fundamental complementarity in processing ndbrmation by the brain,
namely, complementarity of unconscious and conscious ptasens of
information. It is clear that the unconscious armhstious presentations are
incompatible. Thus nowadays by applying the methagloof quantum mechanics
to cognitive science and psychology, we just reafipe basic principle elaborated
by W. James.

However, nowadays this principle is applied in thevel mathematical
formulation based on representation of systemsestimthe complex Hilbert state

space Wand observables yermitian operatorsacting inW. Since operators can



be noncommutative, the observables representeddbyaperators are constrained
by Heisenberg uncertainty relatior(g1 the general form given by the Schrodinger
inequality). This constraint is interpreted as @r@ing the joint high precision
measurement of two incompatible quantum observallepresented by
noncommuting Hermitian operators). In the orthodopenhagen interpretation
the Heisenberg uncertainty relation has even thengér interpretation: two

incompatible quantities cannot even be assignedlydio a quantum system.

Thus by applying the mathematical formalism of guan mechanics to
biology, i.e., by proceeding in the framework oé thuantum bioinformatics, we
explore the possibility to model incompatible peniances of biological systems:

from the gene expressions to mental performandailnjan beings.

In quantum mechanics the principle of complemetytars typically
connected with the existence of thendamental quantum of actiogiven by
Planck’s constartt. This was the original interpretation due to N. Bdhowever,
in quantum bioinformatics we cannot refer to suclfumdamental quantum of
action. Here even the notion of the “biological igy8 and, hence, the notion of
the “biological action” are not well defined, sémwever, Khrennikov (2010) for

attempts to define properly the “mental energyfofan of the biological energy).

6.3. Contextuality in quantum physics and biology

As we have seen in analysis of the disjunctioncgfi@compatibility is the
straightforward consequence ocbntextuality Here contextuality is treated very
broadly as dependence of outputs of measuremexpsesions, performances,
decision making, and judgement) on contexts. Im, fidc Bohr also pointed to the
fundamental role of such broadly defined contextyi@a quantum mechanics. At
a few occasions he stressed that the whole expaiainarrangement has to be

taken into account. One of the main contributioriskbrennikov (2010) to



guantum bioinformatics (starting with the works gonantum-like modeling of
cognition, Khrennikov (1999, 2004a) was the underding that the contextuality

Is the genuine source of incompatibility-complenaeity.

Once again, we recall that here contextuality iasatered in the very
broad sense. We remark that in interpretationatudisions in quantum physics
(especially about violation of the Bell inequaljtygontextuality is reduced to
contextuality of the joint measurement of two olabtes. In such a framework
the measurement of one observable,Bag considered as a part of context for the

measurement of another observable,Aay

In a series of works (Khrennikov, 2001, 2003, 2Qb4&a 2005)
culminating in the monographs (Khrennikov, 200402, 2010), the second
coauthor developedtcontextual probability theory This theory is a natural
extension of the classical probability theory (Kobprov, 1933) based on a single
probability measurg. In contextual probability theory, a family of fability
measures (with corresponding algebras of eveneypkored to represent a multi-
contextual group of measurements. The probabilistizicture of quantum
mechanics,'quantum probability”, can be treated as one of possible models of

contextual probability theory.

Adaptiveness of biological systems to the surroogdinvironment is the
source of fundamental contextuality of their bebaviro model such behavior, it
is useful to apply models of contextual probabitityory, in particular, quantum
probability (and hence quantum information theo@j.course, the reference to
biological contextuality does not justify the usé the concrete contextual
probabilistic model - quantum probability, see Kimikov et al. (2015b) for the
discussion. However, pragmatically it is natural pooceed with quantum

probability as the most well developed theoretit@mimalism of probabilistic



modeling of contextuality which was successfullstéel in numerous experimental

studies.

6.4. Violation of the law of total probability by quantum physical and
biological systems

We recall that in classical probability theory, tpeobability update is
based on th8ayes formulalefining conditional probability and its conseqoes,
especiallythe law of total probabilityln the case of two dichotomous random
variables x and y taking the values x=x1, x2, amyly y2, respectively, this

formula has the form:

P(x=Xx))= p(y=y1) p(x=xj| y=y1) + p(y=y2) p(x=xj| W2).

In quantum probability theory, the probability upelais based on a
different (non-Bayesian) update rule. In the siraplease this is the state update
corresponding to therojection postulatgdue to von Neumann and Luders). In
particular, the quantum probability update violates formula of total probability.
This leads to novel rules for probability inferen€uantum probability inference

Is one of the most successfully applied non-Bayegrabability inferences.

We remark that the first mathematically rigorousmdastration of
violation of the formula of total probability in gatum theory was presented in the
paper of Khrennikov (2001). Then similar argumemtsvpresented in the general
contextual probability theory (Khrennikov, 2003,02@,b,c, 2005 2009, 2010).
Applications to cognition were considered in a eerof works of Khrennikov
(20044a, 2010). The first experimental violationtloé formula of total probability
In cognitive science was demonstrated by Contel.e{2804, 2007) with the
experimental design based on the paper (Khrenn&@®4a,b ). The experiment of

Conte et al. (2004) was based mtognition of ambiguous figures the well-



established domain of cognitive science. The cpomeging quantum-like model
for the experimental statistical data was the figtempt to explore the
mathematical formalism of quantum mechanics to rothe process of
recognition (concretely of ambiguous figures). d&s in this direction,
experimental and theoretical, were continued atyddiniversity of Science, see
Asano et al. (2014), Accardi et al. (2016).

6.5. Entanglement and quantum nonlocality in physical and biological
systems

Another distinguishing feature of the quantum fdism is the state
entanglementFinding an adequate interpretation of entanglenerdne of the
most complicated problems of quantum foundationfie Tmost common
interpretation is that entanglement is an exhibitbd quantum nonlocalityThis is
also a complicated interpretational issue. In paiper we have no possibility to go
deeper in these interpretational problems. We muwcwith the operational

approach to entanglement and quantum nonlocality.

If a compound systen5=S1+S2is in some entangled staig (for
simplicity, suppose that this is a pure state).nraey operation (in particular,
measurement) oj, j=1,2, modifies the stat® of the whole systens. Such
modifications are not arbitrary; each operatiorSptodifies the state of S in the
very special way. Such consistent nonlocal modifices are basic for quantum
computing and some quantum cryptographic schemasnglement is the main

source of the speed up of computations performeal dpyantum computer.

In physics nonlocality is a mystical feature of guen systems spooky
action at a distancelt seems that in biology we can proceed with apsem
interpretation. In physics the main problem is thaboky action at a distance is

practically instantaneous. In any event it propegassentially quicker than the



light velocity. And this super-luminary propagatio the problem of physical
theory. Biological systems are not of such huge gjzhysical experiments on
entanglement were performed at distances of 100k0fheters). In a biological
organism “action at a distance” can be generatesignaling based on chemical or

electromagnetic signaling, e.g., signaling betwesdis.

Thus we have enlightened the two basic featurélseofuantum formalism
playing the crucial role in its applications bothphysics and biology:

A). Encoding ofcomplementary features of a systamthe same state,
pure (given by a normalized vecigrfrom the complex Hilbert state spadg or

mixed (given by a density operajoacting inW).

B). Existence of entangled states representingltoah operations” on the
state of a compound systeB8rS1+...+Sngenerated by local operation on its

subsystems;.

6.6. Quantum-like modeling of epigenetic plasticity

Recent epigenetic studies (especially in microlgplodemonstrated that
non-genetic variation arising during the life cydea biological system can be
transferred to offspring, see, e.g., (Jablonka BRad, 2009). Such a process is

known asepigenetic inheritance

An environment can induce modification of the stuwe of epigenome,
including DNA methylation and histone. Moreover, some contexts these
modifications can be inherited by the progenitdiss is the adaptive mutation. It
can be, in principle, be treated as a kinded-Lamarckian processsee (Jablonka
and Raz, 2009) and Asano et al. (2015a) for dismason this very complicated

issue.



In such studies the terapimutationis used for a heritable change in gene’s
expression that does not affect the actual basespguence of DNA (Kohler and
Grossniklaus, 2002).

Cellular epigenetic inheritanceis a narrower aspect of epigenetic
inheritance as discussed in the broad sense.éeltsréd epigenetic transmission in
sexual or asexual cell lineages, and the unit f tfansmission is the cell. We
point to the main types of cellular epigenetic infaece (CEIl): the CEIl based on

self-sustaining regulatory loops, the CEIl basethoee-dimensional

templating, the chromatin-marking CEIl, and the RMAdiated CEI. The
concrete structure of different mechanisms realjizmese CEls is not completely
clear (Kohler and Grossniklaus, 2002), (JablonldhRaz, 2009).

However, all these CEls are parts of one univerghénomenon:
development of special adaptive features in theega® of interaction with the
environment with following transmission of thesatt@es from a mother cell to
the daughter cells. It is promising to developvarsal model of CEI describing all
its types by using the same formalism. In futurehsan operational model can be

completed by creation of detailed models for eaEh &hd their interrelations.

In (Asano et al. 2013, 2015a) there was presentamparational quantum-
like model of CEI which is applicable to all itsgsible types. Our model is based
on gquantum adaptive dynamics which is mathemayiaalalized with the aid of
theory of open quantum systems. Our model, althotigloes not describe
explicitly processes in cells and epigenomes, @ndeful for molecular biology.
It presents a general mathematical structure of; @Ejustifies the epigenetic
inheritance as an adaptive dynamical process. Hdncégnoring the details of
cellular mechanisms we acquire knowledge on unalergormation processes
beyond CEI.



In the quantum-like model of epigenetic inheritgribe state of epigenome
Is represented as an entangled state. In our ntbdejenome is treated as a
compound quantum-like system, G=gl+...+gn, where jgi,2,...,n, denote
concrete genes. For each gene gj, we consider pgheesof all its possible
epigenetic mutations Wj. (We recall that each momaimodifies the expression of
this gene.) The epigenetic state of gj is represkehy superposition of all possible
epimutations. (In this model, we consider only agimions, i.e., we ignore the
genuine gene mutations.) If epimutations for ddfergenes were independent, the
state of g would be presented as the tensor pradwggtigenetic states of separate
genes. However, we would like to explore entangl@mesxpressing
mathematically nonlocal coupling between epigenatiates of genes in the
genome G. Thus local changes of chromatin marksdme gene gj) induce the
consistent change of chromatin marks for all ger&snilarly to quantum
computing this speed up exponentially the procéspionutations and at the same

time provides consistency of epimutations for ddéfe genes.

By using entangled states genome can rapidly adiaptepigenetic
counterpart to the impact of the surrounding emment. This gives the
possibility to generate the new essentially modifiepigenome during one
generation. As was already pointed dhis is a genuine Lamarckian procéss.

In the quantum bioinformatics framework, the stahtion of the
epigenetic state to the steady state (correspontbndixation of epigenetic
mutations throughout the genome) is modelled withaid of the quantum master
equation. The Markov approximation in the form &k tGKSL equation is
explored, see (Asano et al., 2013, 2015a) for Kdetali

* In the Darwinian fashion, epimutations would be generated randomly in various parts of the epigenome.
Then only the offspring carrying epimulations consistent with the environment would survive. However, in

experimental studies of CEI it was clearly demonstrated that this is not the case.



Conclusion

We analyzed the most common mechanisms of speatiatid evolutionary
innovation. The implementation of these mechanisaqgsires partial directivity of
evolution to solve the problem of the origin of lbgical complexity. The
algorithm of evolution includes the quantum proessef molecular interaction
and detection of the environment. Experiments & tke proposed mechanism

were considered.
Appendix
Formulation of the problem of classical optimal control theory

The following statement of the problem is the badishe optimal control
theory (see, for example, Pontryagin et al, 1986).the dynamics of the system

be described by the following differential equation

x(t) = f(t x(t),u(1))

wheref(t,x,u) — is the vector-functiort; — is time,t /7T = [to,t;] — is the

interval of the system operation;
X = (%,...,X,) — is the system state vector;

u = (u,...uy) O U —is the control vector, U — is the set of atable
control values. The initial tim& of the process is specified, whereas the time of
the end; is defined by the point in time when the partidached a given surface

for the first time.

The cost function (functional of control qualityy defined for the set of

acceptable processes satisfying the equation:

| ::jfO(t,x(t),u(t))olt+ F(1. (1))



where f(t, x(t), u(®) and F(t;, x(4)) are continuous differentiable

functions.

It is required to obtain the values)df, u*, t;* such that

| (x*, U, t* ) =min |
Formulation of the problem of quantum optimal control theory

According to (Rigatos, 2015Xhe main approaches to the control of
guantum systems are: (i) open-loop control andnfgasurement-based feedback
control (see Wiseman and Milburn, 2010). In opewplaontrol, the control signal
Is obtained using prior knowledge about the quantystem dynamics and
assuming a model that describes its evolutiome ti

On the other hand, measurement-based quantum fdedbatrol provides
more robustness to noise and model uncertainty (Che al, 2009). In
measurement-based quantum feedback control, thelbggstem dynamics are
described by the estimation equation called the&hsistic master equation or
Belavkin’s equation (Belavkin, 1983). An equivalagproach can be obtained
using Lindblad’s differential equation (Wiseman aditburn, 2010).
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Figure captions

Fig.1. Movement towards the highest set of fithess

Fig.2. Algorithm of partially-directed evolution



