Stochastic transformations of multi-rhythmic dynamics and order–chaos transitions in a discrete 2D model
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ABSTRACT

A problem of the analysis of stochastic effects in multirhythmic nonlinear systems is investigated on the basis of the conceptual neuron map-based model proposed by Rulkov. A parameter zone with diverse scenarios of the coexistence of oscillatory regimes, both spiking and bursting, was revealed and studied. Noise-induced transitions between basins of periodic attractors are analyzed parametrically by statistics extracted from numerical simulations and by a theoretical approach using the stochastic sensitivity technique. Chaos–order transformations of dynamics caused by random forcing are discussed.

I. INTRODUCTION

In the development of the theory of complex nonlinear processes, models of neural activity play an important role. Various oscillatory regimes in the form of spiking and bursting are key intrinsic features of the behavior of neurons. In the elucidation of the internal mechanisms of the transformation of the oscillatory activity of both individual neurons and neural systems, FitzHugh–Nagumo, Morris–Lecar, Hindmarsh–Rose, and Hodgkin–Huxley models in the form of differential equations are actively used. Among map-based neuron models, the system proposed by Rulkov is well known. This conceptual two-dimensional model simulates features of the neuron behavior, such as quiescence, tonic spiking, and bursting. On the basis of this model, intriguing phenomena of Canard explosion and chaotic excitement were investigated. The Rulkov model is actively used in the study of complex dynamics of neural networks. Multistability is one of the reasons that significantly complicate the behavior of dynamical systems. It is well known that in nonlinear systems, even weak inevitable random disturbances can cause new diverse dynamical regimes, which are not observed in initial unforced models. Nowadays, a phenomenon of multirhythmicity, namely, the coexistence of multiple oscillations with different spatial and frequency features, is of special interest. Many real systems are characterized by birhythmicity with the coexistence of two periodic attractors, both regular and chaotic (see, e.g., Refs. 34–36). A problem of the switching between multiple periodic attractors was studied in Refs. 37–39.
In the present paper, for the study of stochastic effects in multirhythmic nonlinear systems, we use the two-dimensional Rulkov model with discontinuous map. In this model, a parameter zone with diverse scenarios of multirhythmicity was revealed.

In Sec. II, we describe dynamical regimes in the Rulkov model in the parameter zone of the coexistence of periodic attractors: spiking cycles of various periods and bursts. It is shown how a degree of multirhythmicity changes with the variation of the control parameter.

Section III aims to study how random disturbances affect the system dynamics in the presence of multirhythmicity. Stochastic transitions between coexisting cycles and the phenomenon of “noise-induced preference” are identified numerically and investigated analytically by the method of stochastic sensitivity. We show that the probabilistic mechanisms of these stochastic effects can be clarified by the analysis of the mutual arrangement of basins of attraction and confidence ellipses. This technique is also applied to the analysis of stochastic generation and suppression of bursting-type oscillations. Analyzing Lyapunov exponents, we show that these deformations of stochastic dynamics are accompanied by order–chaos transformations.

II. DETERMINISTIC MODEL

In the present paper, as a deterministic skeleton, we use the known conceptual neuron model with discontinuous map,

\[
\begin{align*}
  x_{t+1} &= f(x_t, y_t), \\
  y_{t+1} &= y_t - \mu(x_t - \sigma + 1),
\end{align*}
\]  

(1)

where

\[
  f(x, y) = \begin{cases} 
  \frac{\alpha}{1 - x + y}, & x \leq 0, \\
  \alpha + y, & 0 < x < \alpha + y, \\
  -1, & x \geq \alpha + y.
\end{cases}
\]

When the parameter \( \mu \) is small, the gating variable \( y \) is slow whereas the variable \( x \), replicating the membrane voltage, is fast. In Ref. 15, the bifurcation analysis of this slow–fast system for \( \mu \to 0 \) is presented.

System (1) possesses the equilibrium \( E(\bar{x}, \bar{y}) \), where \( \bar{x} = \sigma - 1, \bar{y} = \bar{x} - \frac{\alpha}{1 - \bar{x}} \). This equilibrium is stable for \( \alpha < \alpha_1 = (1 - \mu)(2 - \sigma)^2 \). In the present paper, we fix \( \mu = 0.001 \) and \( \sigma = 0.6 \), so \( \alpha_1 = 1.95804 \). For \( \alpha > \alpha_1 \), system (1) exhibits a phenomenon of multi-rhythmicity with the wide diversity of the coexisting periodic attractors. As the parameter \( \alpha \) moves away from the bifurcation point \( \alpha_1 = 7.6657 \), a regime of bursting oscillations appears. So, system (1) models three key regimes of neuronal dynamics: quiescence, tonic spiking, and bursting.

The bifurcation diagram of system (1) vs parameter \( \alpha \) is shown in Fig. 1 where by solid lines, we plot the extrema of \( x \)-coordinates of attractors.

Let us consider some examples of the system attractors for \( \alpha > \alpha_1 \). In Fig. 2, we show how oscillatory behavior changes as the parameter \( \alpha \) moves away from the bifurcation point \( \alpha_1 \). In the left panel, coexisting discrete cycles are plotted. In the middle and right panels, we show the time series for \( x \) - and \( y \)-coordinates by the same colors as the colors of cycles.

![Figure 1. Bifurcation diagram of system (1) vs \( \alpha \). Here, by solid lines, we plot extrema of \( x \)-coordinates of attractors. Bifurcation values are \( \alpha_1 = 1.95804 \) and \( \alpha_2 = 7.6657 \).](image)

For \( \alpha = 2 \) [see Fig. 2(a)] that is close to \( \alpha_1 = 1.95804 \), system (1) exhibits 24 coexisting discrete cycles with periods ranging from 18 (green) to 41 (red).

For \( \alpha = 3 \) [see Fig. 2(b)], five discrete cycles coexist in system (1), their periods change from 8 (blue) to 12 (red).

For \( \alpha = 7 \) [see Fig. 2(c)], three discrete cycles coexist with periods 9 (blue), 10 (green), and 11 (red).

For \( \alpha = 7.5 \) [see Fig. 2(d)], one can see two coexisting discrete cycles with periods 10 (blue) and 11 (red).

For \( \alpha = 8 \) [see Fig. 2(e)], system (1) has one 10-cycle.

So, as the parameter \( \alpha \) moves right from \( \alpha_1 \), the number of coexisting discrete cycles consequently decreases [see Fig. 20]. Note that these cycles describe the neuronal regime of tonic spiking.

When the parameter \( \alpha \) passes the value \( \alpha_2 \), from left to right, a type of the multi-rhythmicity qualitatively changes: in system (1), along with the tonic spiking, bursting oscillations appear.

An example of the coexistence of two cycles of periods 10 (green) and 11 (red) with the burst (blue) is shown in Fig. 3 for \( \alpha = 7.75 \). Details of initial and final spikes in the burst can be seen in Fig. 3(c). Here, the first spike has a period of four whereas the last one is 13-periodic.

In Sec. III, we explore how noise affects such multi-rhythmic dynamics.

III. STOCHASTIC MODEL

To analyze noise-induced phenomena, we will consider the following stochastic model:

\[
\begin{align*}
  x_{t+1} &= f(x_t, y_t) + \varepsilon \xi_t, \\
  y_{t+1} &= y_t - \mu(x_t - \sigma + 1),
\end{align*}
\]  

(2)
FIG. 2. Cycles and corresponding time series for the deterministic system (1) with (a) $\alpha = 2$, (b) $\alpha = 3$, (c) $\alpha = 7$, (d) $\alpha = 7.5$, and (e) $\alpha = 8$. In (f), the number of coexisting cycles vs parameter $\alpha$ is shown.
where $\xi_t$ are uncorrelated white Gaussian noises with parameters $E(\xi_t) = 0$, $E(\xi_t^2) = 1$, and $\varepsilon$ is the noise intensity. In numerical simulations of Gaussian random disturbances, we used the Box–Muller algorithm.

A. Noise-induced transitions and dominants in the zone of coexisting cycles

First, consider how noise affects the 18-cycle in the stochastic system (2) with $\alpha = 2$ [see the upper cycle in Fig. 2(a)]. In Fig. 4(a), we plot deterministic 18-cycle (green) and 19-cycle (light blue) of system (1) with $\alpha = 2$. The random trajectory of system (2) with $\varepsilon = 3 \times 10^{-6}$ starting from the deterministic 18-cycle is plotted by blue color. As can be seen, under the random disturbances, this trajectory transits from 18-cycle to 19-cycle. Corresponding time series are shown by blue color in Fig. 4(b). In this figure, we also plot by gray the time series of the deterministic 18-cycle (upper) and 41-cycle (lower).

Under increasing noise, random trajectories, jumping from one cycle to another, stabilize near the lower cycles. A general statistical description of these transitions is summarized in Fig. 4(c) where finite-time mean values $m_y = \frac{1}{n} \sum_{i=1}^{n} y_i$ of $y$-coordinates of system (2) solutions starting from all coexisting deterministic cycles are plotted for $n = 10^6$ vs noise intensity $\varepsilon$. As can be seen, under increasing noise, solutions starting from upper cycles move downward whereas solutions starting from lower cycles move upward, and as a result of such transitions, mean values $m_y$ stabilize for $\varepsilon > 1 \times 10^{-4}$.

The stochastic phenomenon of noise-induced shifts, shown here for $\alpha = 2$, is common for the entire $\alpha$-zone of multi-rhythmicity.
This is illustrated in Fig. 5 for $\alpha = 3$, $\alpha = 7$, and $\alpha = 7.5$. Here, along with shifts of mean values $m_\tau$ (left column), we show shifts of mean values $m_y$ of interspike intervals $\tau$ (right column). In these stochastic transitions between coexisting cycles of different periods, the noise-induced "preference" is well seen. Indeed, for $\alpha = 3$, the increasing noise leads to the fact that the 11-cycle becomes dominant. For $\alpha = 7$, the 11-cycle is dominant as well. For $\alpha = 7.5$, noise "prefers" the 10-cycle.

In the analysis of mechanisms of noise-induced transitions between coexisting cycles, it is important to take into account the geometry of basins of attraction and their borders (separatrices). Indeed, for weak noise, random trajectories slightly deviate from the initial deterministic attractor and localize inside its basin of attraction. As the noise increases, the random trajectory can cross the separatrix and then be located near the neighboring attractor. Along with the geometry of basins of attraction, the stochastic sensitivity of attractors plays an important role in understanding the probabilistic mechanisms of noise-induced transitions.

Let us discuss how stochastic analysis of the aforementioned phenomena can be carried out. Here, as a conceptual example, we consider noise-induced transitions in the stochastic system (2) with $\alpha = 3$ (see Fig. 6). For $\alpha = 3$, the deterministic system possesses five coexisting cycles with periods 8, 9, 10, 11, and 12. Phase trajectories of these cycles are shown in Fig. 2(b). Basins $B_8$, $B_9$, $B_{10}$, $B_{11}$, and $B_{12}$ of attraction of these coexisting cycles are presented in Fig. 6(a) by different colors. Deterministic 8-cycle (blue), 9-cycle (brown), and 10-cycle (pink) are plotted in Fig. 6(b). Here, we also indicate points $M_i$ of the 8-cycle and show a stochastic trajectory starting from this 8-cycle for the noise intensity $\varepsilon = 2 \times 10^{-4}$. As can be seen, this trajectory transits from basin $B_8$ to basin $B_9$ and localizes near the 9-cycle. In Fig. 6(c), a time series of the deterministic 8-cycle are shown.
by blue; for the deterministic 9-cycle, they are plotted by brown; and the stochastic trajectory, which transits from 8-cycle to 9-cycle, is shown by light blue.

It should be noted that for smaller noise with intensity $\varepsilon = 5 \times 10^{-5}$, the random trajectory remains near 8-cycle. It is confirmed by statistics of interspike intervals [see Fig. 5(a), right].

Stochastic sensitivity of the deterministic 8-cycle $\{M_1, M_2, \ldots, M_8\}$ is characterized by the set of matrices $\{W_1, W_2, \ldots, W_8\}$. Mathematical details of the stochastic sensitivity theory of the cycles of discrete-time systems are given in Refs. 40 and 41. Applications of this theory to the analysis of various noise-induced phenomena can be found in Refs. 19 and 20.
FIG. 6. Noise-induced transitions in system (2) with $\alpha = 3$: (a) basins $B_8$, $B_9$, $B_{10}$, $B_{11}$, and $B_{12}$ of attraction for coexisting cycles with periods 8, 9, 10, 11, and 12; (b) and (c) transition of stochastic trajectory (light blue) from the 8-cycle (blue) to the 9-cycle (brown); (d) eigenvalues of stochastic sensitivity matrices \{$W_1, W_2, \ldots, W_8$\} of the points \{$M_1, M_2, \ldots, M_8$\} of 8-cycle; (e) and (f) basins of attraction $B_8$ (light blue) and $B_9$ (white) of 8- and 9-cycles, and confidence ellipses for $\epsilon = 5 \times 10^{-3}$ (small dashed), $\epsilon = 2 \times 10^{-4}$ (large dashed) around points $M_7$ and $M_8$. In (f), the confidence ellipse for the critical noise intensity $\epsilon^* = 1.36 \times 10^{-4}$ is shown by the violet solid line.

Using eigenvalues $\lambda_1, \lambda_2$ and orthonormal eigenvectors $v_1, v_2$ of the stochastic sensitivity matrix $W_t$, one can construct a confidence ellipse around the point $M_t(\bar{x}_t, \bar{y}_t)$ of the considered 8-cycle,

$$\frac{z_1^2}{\lambda_1} + \frac{z_2^2}{\lambda_2} = -2\epsilon^2 \ln(1 - P).$$

Here, $z_1$ and $z_2$ are coordinates of the ellipse on the basis of eigenvectors $v_1, v_2$ with the origin at the point $M_t$, and $P$ is the fiducial probability. In Fig. 6(d), eigenvalues of matrices \{$W_1, W_2, \ldots, W_8$\} are plotted. As can be seen, these eigenvalues differ in order, and the stochastic sensitivity significantly changes from one point of the cycle to another one.
Analysis of noise-induced transitions from 8-cycle to 9-cycle reveals that random trajectories leave 8-cycle near the point \( M_8 \) [see the light-blue trajectory in Fig. 6(b)]. In Figs. 6(e) and 6(f), points \( M_7 \) and \( M_8 \) are shown along with the basins \( B_8 \) (light blue) and \( B_9 \) (white) of 8- and 9-cycles. Key information on the dispersion of random states near points \( M_7 \) and \( M_8 \) is presented by confidence ellipses (dashed curves). Here, the small ellipse corresponds to the noise intensity \( \varepsilon = 5 \times 10^{-5} \) whereas the large ellipse is constructed for \( \varepsilon = 2 \times 10^{-4} \).

Note that the stochastic sensitivity of \( M_7 \) is essentially higher than that for \( M_8 \) [see Fig. 6(d)] but both ellipses around \( M_7 \) totally belong to the basin \( B_8 \). As for \( M_8 \), the large ellipse corresponding to
\( \epsilon = 2 \times 10^{-4} \) partially occupies basin \( B_9 \). This fact signals the escape of the random trajectory from basin \( B_8 \) and the transition to \( B_9 \).

Thus, the analysis of the causes of transitions from one attractor to another requires studying not only the stochastic sensitivity of attractors but also the geometry of their basins of attraction. An intersection of the confidence ellipse with the separatrix between basins of attraction allows us to predict the onset of noise-induced transitions and estimate the corresponding critical value \( \epsilon^* \). In

**FIG. 9.** Noise-induced chaos in system (2) with \( \alpha = 2 \): (a) largest Lyapunov exponents, (b) stochastic trajectories for \( \epsilon = 0.0003 \), and (c) stochastic trajectories for \( \epsilon = 0.004 \).
**B. Noise-induced transformations in the zone of coexisting tonic spiking and bursting**

Consider now stochastic effects in the parameter zone $\alpha > \alpha_2$ with more complex multi-rhythmicity where tonic spiking coexists with bursting-type attractors.

In Fig. 7, we present noise-induced phenomena in system (2) with $\alpha = 7.7$. For $\alpha = 7.7$, the deterministic system has three coexisting attractors: 10-cycle (green), 11-cycle (red), and bursting attractor (blue) shown in Fig. 3. In Fig. 7(a), a time series of solutions of system (2) with $\varepsilon = 1 \times 10^{-6}$ starting from the bursting attractor are plotted. As one can see, these random solutions transit from the bursting regime to the spiking one. So, here, extremely weak noise suppresses bursting.

In Fig. 7(b), a time series of the deterministic 10-cycle are shown by gray, and a time series of the stochastic system (2) with $\varepsilon = 2 \times 10^{-5}$ starting from this 10-cycle are plotted by blue. Here, we observe mutual transitions between 10-cycle and bursting attractor. So, for $\varepsilon = 2 \times 10^{-4}$, the generation of noisy bursting occurs.

Details of the transformation of dynamics under increasing $\varepsilon$ are shown in Fig. 7(c), where mean values of $y$-coordinates of solutions starting from bursting (blue), 10-cycle (green), and 11-cycle (red) are presented. As can be seen, stochastic dynamics undergoes three stages of deformation. First, noise suppresses bursting with the transition "bursting $\rightarrow$ 10-cycle." The second stage is the transition "11-cycle $\rightarrow$ 10-cycle." The final stage is the transformation of the noisy 10-cycle to the noisy bursting.

Critical noise intensity corresponding to the third stage can be estimated by the confidence ellipses. In Fig. 7(d), we show basins of attraction of the bursting (blue), 10-cycle (green), and 11-cycle (red) near the point $(-1, -4.84682)$ of the 10-cycle (dark green). Here, confidence ellipses (dashed) are plotted for $\varepsilon = 1 \times 10^{-4}$ and $\varepsilon = 2 \times 10^{-4}$. A small ellipse totally belongs to the basin of 10-cycle whereas the large ellipse partially occupies the basin of the bursting attractor. This arrangement predicts the noise-induced generation of the bursting for $\varepsilon = 2 \times 10^{-4}$ that agrees with the results of the direct numerical simulation shown in Fig. 7(c).

With the further increase of $\alpha$, system (1) becomes bistable with coexisting bursting attractor and 10-cycle. For such a bistability zone, noise-induced transitions are illustrated in Fig. 8 for $\alpha = 8$, $\alpha = 8.4$, and $\alpha = 8.65$ by mean values $m_i$ vs noise intensity. These plots are shown for solutions starting from the bursting attractor by blue and from the 10-cycle by red. As can be seen, noise deforms system dynamics and causes transitions between bursting and spiking.

**C. Lyapunov exponents and noise-induced chaos**

Consider now how noise, which causes stochastic spatial and frequency deformations of oscillatory regimes, discussed above, changes Lyapunov exponents. A sign of the largest Lyapunov exponent $\Lambda$ defines a key intrinsic dynamical property: its positivity/negativity means a divergence/convergence of system solutions. A change of the sign of the $\Lambda$ from minus to plus is a known criterion of the transition from order to chaos.\(^{\text{11}}\)

In Fig. 9(a), three branches of the function $\Lambda(\varepsilon)$ are shown for $\alpha = 2$. The green curve was calculated for random solutions starting from the 18-cycle, the blue curve for random solutions starting from the 31-cycle, and the red curve for solutions starting from the 41-cycle [see deterministic cycles in Fig. 2(a)].

For weak noise, when random trajectories are located near the initial attractors, the branches of the function $\Lambda(\varepsilon)$ are well separated. With increasing noise, because of transitions from one cycle to another and the further merging of stochastic distributions near 31-cycle [compare with Fig. 4(c)], red and green branches of the $\Lambda(\varepsilon)$ decrease and join with blue branch corresponding to 31-cycle. This can be interpreted as noise-induced stabilization of the system (2).

With a further increase of $\varepsilon$, the frequency of transitions between basins of coexisting deterministic cycles grows, and the system begins by spending more time near separatrices, in the zones with high local divergence. As a result, function $\Lambda(\varepsilon)$ begins to grow and becomes positive. This effect can be interpreted as noise-induced chaos. To illustrate these phenomena, we show time series in Figs. 9(b) and 9(c).

Some additional features of noise-induced "order–chaos" transformations in dependence on the variation of parameters $\varepsilon$ and

**FIG. 10.** Largest Lyapunov exponents of system (2) (a) for $\alpha = 1.98$, (b) for $\alpha = 3$, and (c) for different $\varepsilon$ vs $\alpha$. 
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\( \alpha \) are presented in Fig. 10. For \( \alpha = 1.98 \) [see Fig. 10(a)] that is closer to the bifurcation value \( \alpha_1 \), the onset of chaos occurs for the smaller values of \( \varepsilon \) in comparison with \( \alpha = 2 \). For \( \alpha = 3 \) that is farther from \( \alpha_1 \), chaos is not observed [see Fig. 10(b)]. For three values of the parameter \( \varepsilon \), detailed dependence of \( \Lambda \) on \( \alpha \) is shown in Fig. 10(c). Here, \( \alpha \)-parameter zones of chaos and order are well seen.

IV. CONCLUSION

We considered a multirhythmic map-based model of the neuron activity under random disturbances. Our study focused on the parameter zone where diverse oscillatory regimes coexist: spiking cycles with various periods and bursts. A probabilistic mechanism of noise-induced transition from one rhythm to another is studied. Here, along with statistics extracted from direct numerical simulations, we analyzed the stochastic sensitivity of periodic attractors and spatial peculiarities of their basins. Based on the apparatus of confidence ellipses, we estimated the strength of noise that induces transitions from one basin to another. We revealed some kind of “stochastic preference” in these transitions between cycles and showed that these transitions are accompanied by order–chaos transformations.
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