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Abstract
The growth dynamics of a spherical crystal in a metastable liquid is analyzed 
theoretically. The unsteady-state contributions to the crystal radius and its 
growth rate are found as explicit functions of metastability level Δ and time 
t. It is shown that the fundamental contribution to the growth rate represents 
the time independent solution of a similar temperature conductivity problem 
(Alexandrov and Malygin 2013 J. Phys. A: Math. Theor. 46 455101) whereas 
the next unsteady-state contribution is proportional to ∆2t . On the basis of 
these explicit unsteady-state solutions, the process of transient nucleation and 
growth of spherical crystals in a metastable system is theoretically studied 
at the intermediate stage of phase transformation. A complete analytical 
solution for the particle-radius distribution function and metastability level 
is constructed with allowance for the Weber–Volmer–Frenkel–Zel’dovich 
and Meirs kinetic mechanisms. It is shown that the obtained unsteady-state 
contribution to the crystal growth rate plays an important role in the nucleation 
process and drastically changes the particle-radius distribution function.

Keywords: phase transitions, nucleation, solidification

(Some figures may appear in colour only in the online journal)

1. Introduction

Evolution of particulate ensembles in a metastable liquid usually occurs as a result of nucle-
ation and growth of individual particles whose coarsening reduces the level of system meta-
stability (supercooling or supersaturation) and changes their size distribution function. A 
complete determination of unsteady-state behavior of the current metastability level and 
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particle distribution density represents a challenging task of great importance in practice. 
Indeed, nucleation and crystal growth phenomena occur in different branches of applied sci-
ence ranging from the crystallization and condensation processes in melts and solutions to life 
science, metallurgical and chemical industries such as manufacturing processes of many kinds 
of food, drug products and specialty chemicals [1–9].

Generally speaking, the phase transition process can be divided into three main stages, 
initial, intermediate and concluding, where various physical mechanisms of particle evo-
lution predominate [10, 11]. So, for example, crystals nucleate and grow under practically 
unchanged metastability level at the initial stage, they evolve and reduce this level at the inter-
mediate stage whereas larger crystals grow at the expense of the dissolution of smaller ones 
at the concluding stage where coagulation and disintegration processes are possible as well 
[12–17]. The first and last stages were successively studied by a number of researches (see, 
among others, [15, 18–21]). On the contrary, the intermediate stage is far from a complete 
analytical description due to the fact that its model represents a complex system of integro-
differential equations with moving boundaries of the phase transition. The effective methods 
of getting its reliable solutions have been detailed in [1, 2, 13, 22, 23] for molecular colloidal 
and polymerizing systems as well as for magnetic fluids. However, these methods are based on 
the stationary temperature or solute concentration fields around the growing spherical nuclei 
(see, for details, the growth rate of crystals found in [23] as the solution of time independent 
temperature conductivity equation). This approximation, strictly speaking, does not valid at 
all growth stages of a spherical crystallite releasing the latent heat of solidification, displacing 
solute impurities and changing the temperature (concentration) field near its evolving solid/
liquid boundary of the phase transition. The present paper shows that the growth of crystals 
in unsteady-state manner substantially changes the nonstationary process of evolution of a 
metastable system at the intermediate stage of the phase transition.

2. Unsteady-state growth rate of spherical nuclei

Let us consider the growth of spherical crystals in a metastable medium. We assume that the 
growing particles can interact only by means of the temperature field, which in turn they can 
change by means of the latent heat of phase transition. In addition, let us assume that the 
crystals are randomly distributed in the supercooled liquid and form the face-centered cubic 
lattice. Then the symmetry planes will divide the metastable volume into fine meshes, and the 
crystals evolve in their centers.

Let Re be the radius of equivalent sphere where the crystal of radius R(t) grows with time 
t (figure 1). Moreover, for the sake of simplicity, we neglect the critical radius of nucleating 
particles. The temperature field T(r, t) in the liquid phase around the growing crystal satisfies 
the temperature conductivity equation

∂2T
∂r2 +

2
r
∂T
∂r

=
1
a
∂T
∂t

, R(t) < r < Re, (1)

where r is the spherical coordinate and a is the thermal diffusivity.
The boundary conditions at the phase interface (at r = R(t)) and at the equivalent sphere 

(at r  =  Re) have the form

dR
dt

= − λl

ρsL
∂T
∂r

= β∗ (Tp − T) , r = R(t);
∂T
∂r

= 0, r = Re, (2)
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where λl is the thermal conductivity, ρs is the density of solid phase, L is the latent heat of 
phase transition, Tp is the phase transition temperature, and β∗ is the kinetic coefficient.

Let us introduce the following dimensionless variables

ρ =
r

Re
, τ =

at
R2

e
, ρ0(τ) =

R(t)
Re

. (3)

The problem (1), (2) in dimensionless variables (3) takes the form

∂2T
∂ρ2 +

2
ρ

∂T
∂ρ

=
∂T
∂τ

, ρ0(τ) < ρ < 1, (4)

dρ0

dτ
= −Λ

∂T
∂ρ

= β̃∗ (Tp − T) , ρ = ρ0(τ);
∂T
∂ρ

= 0, ρ = 1, (5)

where Λ = λl/(ρsLa), β̃∗ = Reβ∗/a, and ρ and τ play the role of dimensionless coordinate 
and time.

The solution of equation (4) satisfying the last boundary condition (5) can be written out 
as [24]

T(ρ, τ) =
1
ρ

∞∑
n=0

(1 − ρ)2n

(2n)!

(
1 − 1 − ρ

2n + 1

)
dnB(τ)

dτ n , (6)

where B(τ) = T(1, τ).
Substitution of solution (6) into two boundary conditions (5) at ρ = ρ0 leads to the follow-

ing equations for the determination of ρ0(τ) and B(τ)

ρ0
dρ0

dτ
= ρ0β(τ) +

∞∑
n=1

(1 − ρ0)
2n

(2n)!

(
1 − 1 − ρ0

2n + 1

)
dnβ(τ)

dτ n , (7)

(Pρ0 + 1)
dρ0

dτ
= β(τ)−

∞∑
n=1

(1 − ρ0)
2n−1

(2n − 1)!

(
1 − 1 − ρ0

2n

)
dnβ(τ)

dτ n , (8)

where β(τ) = [Tp − B(τ)] β̃∗ and P = β̃∗/Λ.
Designating β0 = β(0) and estimating this parameter as β0 � 1 [23], we seek for the  

solution of system (7) and (8) in series in β0 as

Figure 1. A scheme of crystal growth.
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ρ0(τ) = β0ϕ1(τ) + β2
0ϕ2(τ) + ..., β(τ) = β0ψ1(τ) + β2

0ψ2(τ) + ... (9)

Next substituting (9) into equations (7) and (8) and equating the coefficients at the same 
powers of β0, we get

ϕ1 = τ , ψ1 = 1, ϕ2 = −Pτ 2

2
, ψ2 = 0, ϕj(0) = 0, ψj(0) = 0, j � 2. (10)

In order to find ϕ3(τ) and ψ3(τ), we have the following system

−Pτ 2 =

∞∑
n=1

[
1

(2n)!
− 1

(2n + 1)!

]
dnψ3

dτ n , (11)

dϕ3

dτ
− 3

2
P2τ 2 = ψ3 −

∞∑
n=1

[
1

(2n − 1)!
− 1

(2n)!

]
dnψ3

dτ n . (12)

Now applying the Laplace–Carson transform to equations  (11) and (12) an taking into 
account that

∞∑
n=1

sn

(2n)!
= cosh

√
s − 1,

∞∑
n=1

sn

(2n + 1)!
=

1√
s
sinh

√
s − 1,

∞∑
n=1

sn

(2n − 1)!
=

√
s sinh

√
s,

we obtain

ϕ∗
3(s) =

3P2

s3 +
2P (

√
s sinh

√
s − cosh

√
s)

s5/2 (
√

s cosh
√

s − sinh
√

s)
, (13)

ψ∗
3 (s) = − 2P

s3/2 (
√

s cosh
√

s − sinh
√

s)
, (14)

where s is the Laplace–Carson variable and superscript ∗ designates the Laplace–Carson 
transform.

In order to apply the inverse Laplace–Carson transform let us represent expressions in the 
right-hand sides of solutions (13) and (14) as

√
s sinh

√
s − cosh

√
s

s5/2 (
√

s cosh
√

s − sinh
√

s)
= − 1

s2 +
1
s
Φ∗

1(s)Φ
∗
2(s),

1
s3/2 (

√
s cosh

√
s − sinh

√
s)

=
1
s
Ψ∗

1(s)Ψ
∗
2(s),

where

Φ∗
1(s) =

1
s
− 1

s2 , Φ∗
2(s) =

cosh
√

s

cosh
√

s − sinh
√

s√
s

,

Ψ∗
1(s) =

1
s2 , Ψ∗

2(s) =
s3/2

√
s cosh

√
s − sinh

√
s

.
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Now taking into account that [24, 25]

1
sn → τ n

n!
, Φ∗

2 → 6
5
+ 2

∞∑
k=1

exp (skτ)

sk
, Ψ∗

2 → 3 + 2
∞∑

k=1

√
sk exp (skτ)

sinh
√

sk
,

where sk represent the roots of transcendental equation
√

sk cosh
√

sk − sinh
√

sk = 0,

we finally obtain from expressions (13) and (14) their originals

ϕ3(τ) =
P2τ 3

2
+ 2P

[
τ 2

10
− τ 3

5
− 2

∞∑
k=1

νk(τ)

µ2
k

]
, (15)

ψ3(τ) = 2P
∞∑

k=1

2 exp
(
−µ2

kτ
)
+ 2µ2

kτ − µ4
kτ

2 − 2
µ5

k sinµk
− Pτ 3, (16)

where 
√

sk = iµk , µk  satisfy the characteristic equation µk cosµk = sinµk, and

νk =
1
µ4

k

[
µ2

kτ − 1 + exp
(
−µ2

kτ
)]

− 1
µ6

k

[
1 +

µ4
kτ

2

2
− µ2

kτ − exp
(
−µ2

kτ
)]

.

Substitution of ϕi and ψi from (10), (15) and (16) into (9) gives the dimensionless solutions 
for the crystal radius ρ0 and reduced temperature β in the form

ρ0(τ) = β0τ − β2
0Pτ 2

2
+ β3

0ϕ3(τ), β(τ) = β0 + β3
0ψ3(τ). (17)

Here to determine the main contributions and their corrections for the crystal radius and the 
growth rate of particles, we neglected the terms proportional to β4

0  (and also to the higher pow-
ers in β0) considering the case β0 � 1.

Let us now express the main contributions that determine the growth dynamics of a spheri-
cal crystal in a metastable liquid. To do this, we rewrite the first expression (17) in dimensional 
form and restrict ourselves to the case of two main contributions. Thus, the crystal radius R(t) 
and its growth rate V(t) take the form

R(t) = β∗∆t − β3
∗∆

2t2

2aΛ
, V(t) =

dR
dt

= β∗∆

(
1 − β2

∗∆t
aΛ

)
, (18)

where ∆ = Tp − T(1, 0). Moreover, at the intermediate stage of particle nucleation and growth 
when they evolve most independently of each other T(1, 0) represents the mean temperature 
of a metastable system Tl. It is significant to note that expressions (18) do not depend on Re.

An important point is that the first contributions (proportional to Δ) in expressions (18) 
describe the solution of the corresponding problem when the right-hand side of equation (1) 
is zero (time independent temperature conductivity equation) in kinetically-controlled growth 
regime [23]. Estimating β2

∗∆t/(aΛ) ∼ 10−2t s−1 as a typical case for metallic melts, we con-
clude that the second term in expressions (18) becomes substantial at times t � 10 s after 
nucleation of a certain particle. In other words, the commonly used approximation of the 
particle growth rate V(t) ≈ β∗∆ [13, 14, 22, 26–29] is only the rough estimate that describes 
the main contribution only. In order to obtain a more precise description of the real nucleation 
process one can use next terms in the asymptotic expansion of R(t) and V(t) found in expres-
sions (18). This conclusion is clearly demonstrated in the next section where we extend the 
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theory of [13, 23] to the case of unsteady-state rate of spherical crystals in accordance with 
the second expression (18).

3. Unsteady-state nucleation and growth of crystals

Let us consider the evolution of crystals in a single-component metastable liquid (supercooled 
melt or supersaturated solution). The particle-radius density distribution function f (r, t) sat-
isfies the Fokker–Planck type kinetic equation (without diffusion term) whereas the system 
supercooling ∆(t) = Tp − Tl in the case of supercooled liquids (or the system supersaturation 
∆(t) = Cl − Cp in the case of supersaturated solutions) is described by the heat (or mass) bal-
ance equation [30], i.e.

∂f
∂t

+
∂

∂r
(V(t) f ) = 0,

d∆
dt

= −a1

∫ ∞

0
r2V(t) f (r, t)dr, (19)

where a1 = 4πρsL/(ρmCm) and a1 = 4πCp for supercooled melts (SM) and supersaturated 
solutions (SS), respectively. Here ρm  and Cm are the density and specific heat of the melt, and 
Cl and Cp are the solute concentration and concentration at saturation.

The boundary conditions to equation (19) have the form

f (r, 0) = 0, ∆(0) = ∆0, V(t) f (0, t) = I(∆), (20)

where ∆0 is the initial supercooling (supersaturation) of the metastable system, which previ-
ously did not contain any solid particles.

The nucleation rate I(∆) in the case of the Weber–Volmer–Frenkel–Zel’dovich (WVFZ) 
and Meirs kinetics can be expressed as

IWVFZ (∆) = I∗ exp
(
−p∆2

0

∆2

)
for SM,

IWVFZ (∆) = I∗ exp

(
− p
ln2(Cl/Cp)

)
for SS,

and IMeirs(∆) = I∗∆ p for SM and SS systems. Here I* and p entering in these expressions 
represent the different constants for the WVFZ and Meirs kinetics as well as for SM and SS 
systems (see, for details, [23, 30]). Note that the last boundary condition (20) describes the 
flux of nucleating crystals.

For the sake of convenience, let us introduce the following dimensionless variables and 
parameters

τd =
t
t0

, z =
r
l0

, w =
∆

∆0
, F = l40 f , t0 =

l0
β∗∆0

, l0 =

(
β∗∆0

I0

)1/4

, (21)

where I0 = I(∆0) and ∆0 stands for the initial value of system metastability Δ.
Rewriting equation (19) and boundary conditions (20) in dimensionless variables (21), we 

come to

∂F
∂τd

+ Vd(τd)
∂F
∂z

= 0,
dw
dτd

= −b1Vd(τd)

∫ ∞

0
z2F(z, τd)dz, (22)

F(z, 0) = 0, w(0) = 1, F(0, τd) =
exp( pg(w))

Vd(τd)
, (23)

D V Alexandrov J. Phys. A: Math. Theor. 51 (2018) 075102
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where

g(w) = gWVFZ(w) =

{
1 − w−2, SM

ln−2 (1 + w−1
p

)
− ln−2 (1 + w/wp) , SS

and g(w) = gMeirs(w) = lnw for the supercooled and supersaturated systems [10, 11, 30]. Here 
the following designations are introduced: b1 = a1/∆0, Vd(τd) = Vt0/l0 = w(τd)− σw2(τd)τd, 
and σ = β∗l0/(aΛ), and z and τd  represent the dimensionless coordinate and time.

The exact solution of the first equation (22) supplemented by the initial and boundary con-
ditions (23) has the form

F(x, z) = φ (x(τd)− z) , φ =
exp [ pg(w(τd))]

Vd(τd)
, x(τd) =

∫ τd

0
Vd(τ1)dτ1.

 

(24)

Let us now introduce the new variable x(ν) = x(τd)− z so that at ν = 0 the maximum 
radius of crystals is zm = x(τd) and the limits z  =  0 and z  =  zm of integration with respect to z 
transform to the corresponding limits ν = τd and ν = 0 of integration with respect to variable 
ν. Taking this into account, we rewrite the second equation (22) as

dw
dτd

= −b1Vd(τd)

∫ τd

0
h(ν, τd) exp ( pg(ν)) dν, h(ν, τd) = [x(τd)− x(ν)]2 .

 

(25)

A moment’s consideration shows that dg/dν < 0 for the WVFZ and Meirs nucleation 
kinetics. So, for instance, in the case of supercooled liquids one can get dg/dν = 2w−3dw/dν  
(WVFZ) and dg/dν = w−1dw/dν  (Meirs), where w(ν) is a monotonically decreasing func-
tion as a result of particle growth process. Keeping this in mind, we conclude that g(ν) takes 
its maximum at ν = 0. In order to apply the saddle-point method for the Laplace-type integral 
(25) [31], we find the first nonzero derivative at ν = 0 using the same equation  (25). One 
can easily show that the first three derivatives at ν = 0 vanish whereas g(IV) = −4b1 for the 
WVFZ and g(IV) = −2b1 for the Meirs kinetics at ν = 0. Taking all of the above into account 
and keeping in mind the fundamental contribution of the saddle-point method, we have [31]

dw
dx

= −Σx2, Σ =
b1

4p1/4 Γ

(
1
4

)(
− 24

g(IV)

)1/4

, (26)

where the initial condition becomes w  =  1 at x  =  0. Integration of equation  (26) gives the 
dimensionless metastability level

w(x) = 1 − Σx3

3
 (27)

and the last expression (24) determines the Cauchy problem for τd(x)

dτd

dx
=

1
w(x) [1 − σw(x)τd(x)]

, τd = 0 at x = 0. (28)

Now the first two expressions (24) lead to the dimensionless distribution function of the form

F(x, z) =
exp [ pg (w(x − z))]

w(x − z) [1 − στd(x − z)w(x − z)]
. (29)

Note that in expressions (27)–(29), w, τd , x and z represent the dimensionless supercooling 
(supersaturation), time, modified time and spatial coordinate, respectively.

D V Alexandrov J. Phys. A: Math. Theor. 51 (2018) 075102
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Thus, expressions (27)–(29) represent a complete analytical solution of the nucleation 
problem in a parametric form (with parameter x) with allowance for the unsteady-state growth 
rate (18) of spherical crystals in a supercooled or supersaturated liquids. An important point is 
that the obtained solutions transform to the previously known solutions ([23]) following from 
the time independent temperature conductivity equation (when V = β∗∆).

It is important to keep in mind that the obtained solutions enable us to express the explicit 
expressions for the system supercooling (supersaturation) and crystal radius. Eliminating vari-
able x from expression (28) by means of formula (27) and taking into account variables (21), 
we come to the following explicit solutions

dw
dt

= ζ1w (1 − w)2/3
(1 − ζ2tw) , w = 1, t = 0, (30)

Figure 2. Parametric solutions (27)–(29); physical parameters used for calculations  
are [23]: ρs = 7.8 · 103 kg m−3, ρm = 7 · 103 kg m−3, L = 9 · 105 J kg−1, Cm  =  840  
J kg−1 K−1, ∆0 = 373 K, p  =  10, β∗ = 8 · 10−6 m s−1 K−1, I0 = 109 m−3 s−1, λl = 63 
J m−1 K−1 s−1, Λa = 9 · 10−9 m2 K−1 s−1.

Figure 3. Dimensionless distribution function versus dimensionless radius at different 
times. The vertical lines illustrate the maximum size zm of crystals.

D V Alexandrov J. Phys. A: Math. Theor. 51 (2018) 075102
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∆(t) = ∆0w(t), R(t) = β∗∆(t)t − β3
∗ (∆(t))2 t2

2aΛ
, (31)

where ζ1 = −32/3Σ1/3/t0 and ζ2 = σ/t0. Note that the dimensionless metastability level as a 
function of time, w(t), is determined from the Cauchy problem (30), whereas the time evo-
lution of dimensional supercooling (supersaturation) and crystal radius is given by expres-
sions (31) after the substitution of solution for w(t).

4. Concluding remarks

A complete parametric solution (27)–(29) is illustrated in figure 2. As would be expected, 
the metastability level w(x) decreases with increasing the dimensionless time x (or τd ). This 
is related to the fact that the growing crystals release the latent heat of solidification and thus 
reduce the supercooling of metastable medium. The particle-radius distribution function is 
shown in figure 3 at different times. In the absence of ‘diffusion’ term in the Fokker–Planck 
equation  (19) [16], this function is bounded by the maximum radius zm of crystals that is 
available in the system at a given time. It is significant that the nonstationary contribution to 
the growth rate of spherical crystals (the second term in expression (18) for V(t)) plays a fun-
damental role in the evolutionary behavior of growing particles. Indeed, figure 4 demonstrates 
the relative error for the distribution function calculated as a relative difference in F in the 
presence and absence of the nonstationary contribution in (18) for V(t), which is proportional 
to ∆2t . As is easy to see, the role of this contribution increases with time and its magnitude 
may be as high as tens of percents. For this reason, the unsteady-state contributions in expres-
sions for R(t) and V(t) (the last terms in expressions (18)) have to be taken into account when 
considering the processes of nucleation and growth of spherical crystals (phase separation in 
colloids [1], evolution of droplike aggregates in magnetic fluids [2], combined polymerization 
and crystallization [22], solidification of terrestrial magma oceans and lava lakes [32, 33], 
solidification with mushy and slurry layers [34–37] may be mentioned in this connection).

Figure 4. Relative error δ =
[
F(x(τd), z)− F0(x(τd), z)

]
/F(x(τd), z) of the distribution 

function (29), which takes into account the unsteady-state growth velocities of nuclei, 
relative to the distribution function F0(x(τd), z), which takes into account only the main 
contribution V = β∗∆ (see, for details, [23]).
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Appendix. Next time correction to the growing radius of spherical crystals

Let us now calculate the next correction to the first expression (18). To do this, we rewrite the 
first expression (17) for the dimensionless radius of growing crystals in dimensional form and 
use formulas (3) and (15). As a result, we obtain

R(t) = β∗∆t − β3
∗∆

2t2

2aΛ
+

β5
∗∆

3t3

2a2Λ2 +
2β4

∗∆
3R5

e

a4Λ

[
a2t2

10R4
e
− a3t3

5R6
e
− 2

∞∑
k=1

νk(t)
µ2

k

]
,

where µk  and νk(t) are determined by the following expressions

µk cosµk = sinµk, νk(t) =
1
µ2

k

(
1 +

1
µ2

k

){
at
R2

e
+

1
µ2

k

[
exp

(
−µ2

kat
R2

e

)
− 1

]}
− a2t2

2µ2
kR4

e
.

Note that the growth rate of crystals V(t) = dR/dt should be substituted into the kinetic and 
balance equations for more precise modeling of the nucleation and evolution of particles at the 
intermediate stage of phase transformation process.
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