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The paper deals with the synchronization of a random automaton that is sampled uniformly at random from the set of all automata with n states and m letters. We show that for m = 4, the probability that a random automaton is synchronizing is larger than a positive constant. Bibliography: 9 titles.

1. INTRODUCTION AND THE MAIN RESULT

Let \( \mathcal{A} = (Q, \Sigma, \delta) \) be a (deterministic finite) automaton, where \( Q \) is a finite set of states, \( \Sigma \) is a finite input alphabet, and \( \delta : Q \times \Sigma \to Q \) is a transition function that defines the action of letters from \( \Sigma \) on states from \( Q \). This action can be naturally extended to an action of words over the alphabet \( \Sigma \); the result of applying a word \( w \) to a state \( q \in Q \) is denoted by \( qw \):

\[
qw = \begin{cases} 
q & \text{if } w \text{ is the empty word}, \\
\delta(q w', a) & \text{if } w = w' a \text{ for a word } w' \text{ and a letter } a \in \Sigma.
\end{cases}
\]

A word \( w \) is called a reset word for an automaton \( \mathcal{A} \) if it sends all states of this automaton to the same state, i.e., \( q_1 w = q_2 w \) for any \( q_1, q_2 \in Q \). An automaton \( \mathcal{A} \) is called synchronizing if it has a reset word.

Synchronizing automata have many applications in different areas: robotics, testing of systems and protocols, symbolic dynamics, etc. (see the surveys [4,6,9]). There is a number of interesting open problems concerning them, one of which is to obtain a bound on the length of the shortest reset word in terms of the number of states of the automaton. The best currently known upper bound for an automaton with \( n \) states, equal to \( (n^3 - n)/6 \), was obtained by Pin [5] in 1983. The conjecture, suggested by Černý in the mid 1960s, that this length does not exceed \( (n - 1)^2 \) is proved for some special classes of automata, but remains an open problem in the general case.

In practice, slowly synchronizing automata, i.e., automata with the shortest reset word of length \( \Theta(n^2) \), are exceptionally rare. From the viewpoint of practical applications of synchronizing automata, it is of importance to study the behavior of the shortest reset word on the average. The results of numerical experiments (see, e.g., [7]) show that it differs substantially from the behavior in extreme cases, which is traditionally the main focus of study in papers on synchronizing automata.

In what follows, by a random variable we mean a discrete random variable, without explicitly mentioning this.

Now we give a rigorous definition of a random automaton and formulate the questions about its synchronization properties we are interested in.

Consider a set of states \( Q \) and an alphabet \( \Sigma \). Pick a transition function \( \delta \) uniformly at random from the set of totally defined functions \( \{ \delta : Q \times \Sigma \to Q \} \). The obtained triple \( (Q, \Sigma, \delta) \) determines a random finite deterministic automaton. It is worth mentioning that a random automaton can be constructed as follows: for each state \( q \in Q \) and each letter \( a \in \Sigma \), pick \( q' = \delta(q, a) \) uniformly at random from \( Q \). By “picking uniformly at random” we mean that every object can be picked with equal probability.

We consider the following problems.

1. What size of the input alphabet guarantees that almost all automata over an alphabet of this size are synchronizing, and what is the most probable length of the shortest reset word for such automata? (By “almost all automata” we mean a fraction of automata that tends to 1 as \( n \to \infty \). We will also say that an assertion satisfied for almost all objects holds “with high probability.”)

2. What size of the input alphabet guarantees that almost all automata over an alphabet of this size are synchronizing and satisfy the Černý conjecture?

3. What size of the input alphabet guarantees that a random automaton over an alphabet of this size is synchronizing with finite probability? (By “finite” probability we mean a probability bounded from below by a positive constant as \( n \to \infty \).)
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1For a long time, the only known infinite series of such automata was that constructed by Černý [3]. The first series of slowly synchronizing automata substantially different from Černý’s ones were obtained quite recently [1,2].

In [8], we gave partial answers to the first two questions for automata with \( n \) states and \( m(n) \) letters (the number of letters depends on the number of states). In this paper, we address the third question and show that a random automaton with the alphabet size independent of the number of states is synchronizing with finite probability. Our main result is the following theorem.

**Theorem 1.** There exists a constant \( p_0 > 0 \) such that for every positive integer \( n \), the random automaton \( A = (Q, \Sigma, \delta) \) with \( |Q| = n \) and \( |\Sigma| = 4 \) is synchronizing with probability greater than \( p_0 \).

Note that experimental results suggest that in fact a much stronger assertion holds: the random automaton \( A = (Q, \Sigma, \delta) \) with \( |Q| = n \) and \( |\Sigma| \geq 2 \) is synchronizing with probability that tends to 1 as \( n \to \infty \). However, at the moment, Theorem 1 is the best result we can prove.

2. The proof of the main result

First we prove the following technical lemma.

**Lemma 1.** Let \( X \) be a random variable taking values in the interval \([0, 1]\). Then

\[
P(X \geq E(X)/2) \geq \frac{E(X)}{2 - E(X)},
\]

Proof. Let \( c \) be a constant such that \( 0 < c < 1 \). In the definition of the expectation of \( X \), we estimate the values of \( X \) that do not exceed \( c \) by \( c \), and the values of \( X \) that exceed \( c \), by 1. This yields the following inequality:

\[
E(X) \leq cP(X \leq c) + (1 - P(X \leq c)),
\]

or

\[
P(X \leq c) \leq \frac{1 - E(X)}{1 - c},
\]

or

\[
P(X \geq c) \geq \frac{E(X) - c}{1 - c}.
\]

Taking \( c \) equal to \( E(X)/2 \), we complete the proof. \( \square \)

Let \( u, v \) be a pair of states of the random automaton \( A = (Q, \Sigma, \delta) \). For this pair, we define a process ROOMBA whose aim is to find a word \( w = a_1 \cdots a_k \) such that \( uw = vw \).

At the first step of the process, we pick a letter \( a_1 \in \Sigma \) at random and jump from \( u_0 = u \) to \( u_1 = u a_1 \), and from \( v_0 = v \) to \( v_1 = v a_1 \). If \( u_1 = v_1 \), then the process halts and outputs the word \( w = a_1 \); otherwise it continues.

At the \( m \)th step, we find ourselves in states \( u_{m-1} \) and \( v_{m-1} \). (We may have already visited one or both of them at previous steps.) Choose a letter \( a_m \) that has not yet been applied to at least one of the states \( u_{m-1} \) or \( v_{m-1} \). If we can choose such a letter, then we use it to jump from the states \( u_{m-1} \) and \( v_{m-1} \) to the states \( u_m = u_{m-1} a_m \) and \( v_m = v_{m-1} a_m \), respectively, as at the first step. We say that this is a key jump of the process. If \( u_m = v_m \), then the process halts and outputs the word \( w = a_1 a_2 \cdots a_m \); otherwise it continues.

If we cannot choose such a letter (which means that we have already applied all letters of the alphabet to each of the states \( u_{m-1}, v_{m-1} \), then we do the following. Perform a breadth-first search for a state to which at least one letter has not been applied and which can be reached from the states \( u_{m-1} \) and \( v_{m-1} \) simultaneously. If it cannot find such a state, our process fails. Otherwise we have found a state that can be reached, say, from the state \( u_{m-1} \) via a word \( z \in \Sigma^+ \). Jump from \( u_{m-1} \) and \( v_{m-1} \) to \( u_m = u_{m-1} z \) and \( v_m = v_{m-1} z \), respectively, and continue the process. This part of the process will be called the search for a word \( z \).

Note that the process ROOMBA is similar to the process VACUUM from [8], the only difference being in the rule for choosing a letter or a word for the next step. A formal description of the process ROOMBA is given in Fig. 1.

Observe a number of useful properties of the process ROOMBA applied to an automaton on a two-letter alphabet.

**Proposition 1.** Let \( A = (Q, \Sigma, \delta) \) be a random automaton with \( |Q| = n \) and \( |\Sigma| = 2 \). Then the process ROOMBA applied to any pair of states \( u, v \in Q \) outputs a word \( w \) after a key jump with probability \( 1/n \).
INPUT: A random automaton \( \mathcal{A} = (Q, \Sigma, \delta) \) and a pair of states \( u, v \in Q \)
OUTPUT: \textbf{Failure} or a word \( w = a_1 \ldots a_k \) such that \( uw = vw \)

METHOD:
- \( \Delta_q \subseteq \Sigma \), \( w \in \Sigma^* \)
- let \( \Delta_q = \emptyset \) for all \( q \in Q \), \( w = \varepsilon \)
- while \( uw \neq vw \)
  - if \( \Delta_{uw} \cap \Delta_{vw} \neq \Sigma \), then the key jump
  - choose \( a \in \Sigma \setminus (\Delta_{uw} \cap \Delta_{vw}) \)
  - set \( \Delta_{uw} = \Delta_{uw} \cup \{a\} \), \( \Delta_{vw} = \Delta_{vw} \cup \{a\} \)
  - set \( w = wa \)
- otherwise
  - search for a word \( z \)
  - set \( w = wz \)
- output \( w \)

Fig. 1. The process \textsc{Roomba}.

\textbf{Proof.} By the definition of a key jump, it involves a letter \( a_j \) that has not been applied to at least one of the states \( u_{i-1} \) or \( v_{i-1} \), say \( u_{i-1} \). Hence we pick a state \( u_i \) uniformly at random from \( Q \), and it will coincide with a given state \( v_i \) with probability \( 1/n \).

\textbf{Proposition 2.} There exists a constant \( c_1 > 0 \) such that for an arbitrary random automaton \( \mathcal{A} = (Q, \Sigma, \delta) \) with \( |Q| = n \) and \( |\Sigma| = 2 \), the process \textsc{Roomba} applied to any pair of states \( u, v \in Q \) performs a key jump at least \( c_1 n \) times with high probability, unless it outputs a word \( w \) earlier.

\textbf{Proof.} First we show that an arbitrary subset of states from \( Q \) of size less than \( n/e \) has an outgoing edge with high probability. For a fixed set of states of size \( m \) with \( m < n/e \), the probability that it has no outgoing edge is \( (m/n)^m \). The total number of such sets of size \( m \) is \( \binom{n}{m} \leq \left( \frac{me}{m} \right)^m \). It follows from the Boole inequality (for brevity, the trivial estimate that bounds the probability of the union of events by the sum of their probabilities will be called the \textit{Boole inequality}) that the probability that there exists a set of size \( m \) without outgoing edges is less than

\[
\left( \frac{m}{n} \right)^m \left( \frac{me}{m} \right)^m = \left( \frac{me}{n} \right)^m \xrightarrow{n \to \infty} 0.
\]

Summing over all such \( m \), we see that all sets of size less than \( c_1 n \) for some constant \( c_1 \) with \( 0 < c_1 < 1/e \) have an outgoing edge with high probability. It easily follows that from every state \( q \in Q \) one can reach at least \( c_1 n \) states with high probability. Moreover, the constant \( c_1 \) depends neither on the type of the automaton, nor on the number of its states.

Thus the breadth-first search for a word \( z \) at some step of the process \textsc{Roomba} will perform at least \( c_1 n \) steps, unless it successfully outputs the answer earlier. By the finiteness of all objects, for the process as a whole there are two possibilities: either at a certain moment it performs the required number of steps in the search, or it outputs a word \( w \) earlier.\[\]

Observe that, by the definition of the search, the paths from \( u_{m-1} \) and \( v_{m-1} \) marked by the word \( z \) include only edges that have been used earlier. The fact that we encounter an unknown edge means that we could complete the search with a shorter word \( z \). Thus we use an edge for the first time only in a key jump.

The fact that the search started at some state \( u_i \) has performed \( c_1 n \) steps means that in the automaton there are \( 2c_1 n \) edges we have already examined. All these edges have been once used for the first time, i.e., a key jump has been performed at least \( c_1 n \) times.\[\]

The established properties allow us to prove the following lemma.

\textbf{Lemma 2.} There exist constants \( p_0 > 0 \) and \( c_0 > 0 \) such that for every positive integer \( n \) and every random automaton \( \mathcal{A} = (Q, \Sigma, \delta) \) with \( |Q| = n \) and \( \Sigma = \{a, b\} \), the probability of the event

\[
\frac{\left| \{(u, v) \in Q^2 \mid \exists w \ u w = v w \} \right|}{n^2} > c_0
\]

is greater than \( p_0 \). In other words, a finite fraction of pairs of states in the random automaton can be synchronized with finite probability.

\[305\]
Proof. Let us take a pair of states \((u,v) \in Q \times Q\) and try to synchronize it by the process Rooma. By Proposition 2, a key jump will be performed at least \(c_1n\) times for a constant \(c_1\), unless the process successfully outputs the answer earlier. By Proposition 1, each key jump leads to synchronization with probability \(1/n\). The key jumps are independent, so that, applying the Boole inequality over all key jumps, we see that a pair of states can be synchronized with probability bounded from below by a constant \(c_2\).

Therefore, the expectation of the random variable

\[
\left| \{(u,v) \in Q \times Q \mid \exists w \ u \cdot w = v \cdot w \} \right|
\]

is greater than \(c_2n^2\). Applying Lemma 1 to the random variable

\[
X = \frac{\left| \{(u,v) \in Q \times Q \mid \exists w \ u \cdot w = v \cdot w \} \right|}{n^2}
\]

completes the proof.

Proof of Theorem 1. Let \(\Sigma = \{a, b, d, f\}\). By Lemma 2, with a finite probability \(p_0\) there exists a subset \(T \subset Q \times Q\) such that \(|T| > c_0n^2\) and every pair of states from \(T\) can be synchronized by a word \(w_1\) over the alphabet \(\{a, b\}\). We will show that for every pair of states not from \(T\), there exists a path from it to a pair of states from \(T\).

Consider an arbitrary pair of states \(u, v \in Q \setminus T\). In the proof of Proposition 2 we showed that the number of states that can be reached from a fixed state with high probability is not less than \(c_3n\) for some constant \(c_3\). Then, starting from the state \(u\) and using words over the alphabet \(\{d, f\}\), we can reach at least \(c_3n\) states for some constant \(c_3\). Visit all these states by a breadth-first search, simultaneously making the same jumps from the state \(v\). We will thus obtain \(c_3n\) pairs of states, including at least \(\frac{c_3n}{2}\) distinct ones. The probability that a set of \(\frac{c_3n}{2}\)-random pairs is disjoint with \(T\) is bounded from above by \((1 - c_0)^{c_3n/2}\), which tends to 0 as \(n \to \infty\). Denote by \(w_2\) the word in the alphabet \(\{d, f\}\) that corresponds to the path leading from \(u, v\) to a pair from \(T\).

Applying the Boole inequality over all pairs of states, we see that with finite probability each pair of states of the automaton will be synchronized either by the word \(w_1\) or by the word \(w_2w_1\). As is well known [3], if every pair of states of an automaton can be synchronized, then the automaton is synchronizing.
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