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In the present manuscript we develop a theoretical approach to describe the pair correlation function of bidisperse magnetic dipolar hard- and soft-spheres. We choose bidisperse system as the first step to allow for polydispersity when studying thermodynamics of magnetic fluids. Using diagram technique we calculate the virial expansion of the pair correlation function up to the first order in density and fourth order in the dipolar strength. Even though, the radial distribution functions are extremely sensitive to the steric potential, we show that the behaviour of the isotropic centre-centre structure factor is almost indifferent to the type of the short-range repulsion. We extensively compare our theoretical results to the data of molecular dynamics simulations, which helps us to understand the range of validity of the virial expansion both on density and magnetic dipolar strength. We also investigate the influence of the granulometric composition on the height, width, and position of the structure factor first peak in order to clarify whether it is possible to extract structural information from experimentally measured small angle neutron scattering intensities.

I. INTRODUCTION

Nowadays, soft magnetic materials with controllable macro-properties are gaining more and more applications in technology and medicine.¹–⁹ The majority of these applications relies on the microstructure of the material, which, in turn, is determined by the interparticle interactions inherent to the system under investigation. One of the examples of such a magnetic soft matter system is magnetic fluid, namely the stable suspension of magnetic single-domain nanoparticles in a nonmagnetic carrier.¹⁰ For more than 30 years, the microstructure of ferrofluids has been thoroughly investigated in various experiments.¹¹–²⁰ One of the mostly used and widely spread techniques to study the microstructure is by interpreting scattering patterns obtained via small angle neutron scattering (SANS).²¹–²⁷ These experiments result in the dependence of the so-called structure factor on the wave vector. Further, using inverse Fourier transform one obtains the pair correlation function (or the radial distribution function), which describes the average probability of finding a particle at a given distance from the other.²⁸ Even though it sounds straightforward, the interpretation of SANS results cannot be done without having a reliable theoretical model for both form factors of particles and clusters and the pair correlation functions. In other words, it is much more feasible to solve an inverse problem, i.e., employing a so-called bottom-up approach to calculate pair correlation functions on the basis of known Hamiltonians.

It turned out that the properties, such as scattering ones, magnetic response, thermal capacity, compressibility, etc., of magnetic fluids, namely of the suspensions of ferro- or ferromagnetic nanoparticles in magneto-passive carriers, were strongly influenced by two factors: the magnetic dipole-dipole interaction between particles and particle polydispersity. In other words, any information extracted from aforementioned experimental findings is, first, very sensitive to even small experimental error-bars; second, it is crucially influenced by the model chosen for describing interparticle correlations.

Ferrofluid microstructure was extensively studied in computer experiments.²⁹–⁴³ Many authors investigated structure factor and its relation to the microstructure of systems of dipolar hard- and soft-spheres. It was found that the structure factor being a collective property could indeed provide the knowledge about clusters or interparticle correlations, but alone, without any analytical model at hand, structure factor was not sufficient for unique interpretation of the microstructure.⁴⁴, ⁴⁵ Several analytical approaches have been proposed to this end and usually two distinct regimes are studied separately. In case of strong dipolar interactions, it is known that ferroparticles form chains.¹⁸, ²⁹, ³², ⁴¹ For this regime, analytical approaches are based on the direct calculation of the radial distribution function on the basis of the cluster size distribution.⁴⁴, ⁴⁵ Whereas, if the dipole-dipole interaction is of the order of thermal energy, no clusters are formed, but the role of magnetic interparticle correlations turns out to be still prominent. To take these correlations into account one could use diagram expansion of the pair correlation function, which proved to be efficient for low ferroparticle densities.⁴⁶–⁴⁹ Being rather successful, the aforementioned studies of low-interacting regime lack a serious feature, namely all known models for calculating structure
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factors of ferrofluids with magnetic dipole-dipole interaction of the order of thermal energy are monodisperse. However, polydispersity exerts a dramatic influence on the ferrofluid microstructure,44,50 not to mention that all industrial magnetic liquids are inevitably polydisperse.

The aim of the present study is to develop a theoretical approach describing the pair correlation functions and structure factor for the systems of bidisperse hard- and soft-spheres. There were several theoretical studies dedicated to the thermodynamic properties of polydisperse hard-sphere mixtures.51–55 Here, we would use these results as a reference point to construct the perturbation theory for dipole-dipole interaction. The choice of a bidisperse system is rather obvious: being, on the one hand, still rather simple, it appears to be the first step on the way to full polydispersity, on the other hand. Earlier it was found that the bidisperse approximation, if correctly chosen, provides a sufficient accuracy in describing thermodynamics of real polydisperse magnetic fluids.50,56 Even though, the resulting analytical expressions calculated in this paper are rather long and cumbersome, they are useful for two main reasons: (i) this formalism allows to avoid running long series of computer simulations for various systems with different granulometric compositions (GCs) to construct an empiric pair correlation function for further usage; (ii) it makes it possible to describe separately the contributions of steric and dipolar interactions (in a real experiment that is simply impossible without a theoretical model at hand and in computer simulations it is computationally very costly).

This paper is organised as follows. First (Sec. II) we introduce the basic concept of diagram expansion, and show the general outline of the calculations (mathematical details can be found in the Appendix). As the next step (Sec. III) we introduce the systems under study and discuss the details of computer simulations. Section IV is divided into three parts. First (Subsection IV A), we provide an exhaustive analysis of pair correlation functions for hard- and soft-sphere repulsion, analysing the contributions of various diagrams and investigating the influence of the granulometric composition. Here we also study the behaviour of the structure factor. After comparing our theoretical predictions to the results of molecular dynamics computer simulations we discuss the range of validity of the developed theoretical approach in Subsection IV B. Having a valid theory at hand, we scrutinise the influence of the dipolar interactions, granulometric composition, and particle densities on the partial structure factors and structure factor peaks (Subsection IV C). The summary of the work and a short outlook are provided in the Conclusion.

Below we use the following abbreviations: structure factors will be addressed as SFs; pair correlation functions are shortened to PCF; similarly, radial distribution functions are denoted by RDFs; molecular dynamics simulations will be briefly denoted by MD simulations; finally, the letter p added to any of the previous abbreviations would mean “partial” and prefixes ss, sl, and ll abbreviate “small-small,” “small-large,” and “large-large” attributes of an observable.

II. THEORY: DIAGRAM EXPANSION

We aim at obtaining analytical expressions for the SFs and pSFs of a bidisperse mixture of dipolar hard- or soft-spheres. To this end, we start with calculation of PCFs for the latter systems in order to further Fourier-transform them.

According to the classical definition, a PCF can be represented as a series of volume fraction \( \varphi \):28

\[
g(r) = \sum_{k=2}^{\infty} \varphi^{k-2} B_k(r),
\]

where \( B_k \) are analogous to virial coefficients and depend on the interparticle distance \( r \). In order to calculate them, it is necessary to fix the Hamiltonian of the system. In the present manuscript, we assume that the Hamiltonian contains only two interactions: the central steric short-range repulsion and non-central magnetic dipole-dipole interaction. As a steric pair potential \( U_s \) we will use either hard-sphere one:

\[
U_{HS}(i, j) = \begin{cases} \infty & r_{ij} < d_{ij}, \\ 0 & r_{ij} \geq d_{ij}. \end{cases}
\]

or soft-sphere type, Weeks-Chandler-Andersen (WCA) potential,57

\[
U_{WCA}(i, j) = 4 \varepsilon \left[ \left( \frac{d_{ij}}{r_{ij}} \right)^{12} - \left( \frac{d_{ij}}{r_{ij}} \right)^{6} \right] + \varepsilon \ r_{ij} < r_{ij}^{co}, \quad r_{ij} \geq r_{ij}^{co},
\]

where \( d_{ij} \) are particle \( i,j \) diameters, \( d_{ij} = (d_i + d_j)/2\), \( r_{ij}^{co} = 2^{1/6}d_{ij} \) is the value of the cutoff and the interparticle distance is characterised by the absolute value of the difference between particle \( i \) and \( j \) displacement vectors, \( r_{ij} = |r_i - r_j| = |r_i - r_j| \). This potential is a repulsive part of the Lennard-Jones potential which is truncated at \( r_{ij}^{co} \) and shifted by the value of the depth of the potential well \( \varepsilon \).

Magnetic dipole-dipole interaction \( U_{dd} \) can be written as

\[
U_{dd}(i, j) = \frac{\mu_0}{4\pi} \left[ \frac{(\mu_i \cdot \mu_j)}{|r_{ij}|^3} - 3 \frac{(\mu_i \cdot r_{ij})(\mu_j \cdot r_{ij})}{|r_{ij}|^5} \right],
\]

where \( \mu_{i(j)} \) are magnetic moments of particles \( i(j) \) and \( \mu_0 \) is the vacuum permeability. The intensity of the dipole-dipole interaction is determined by the characteristic parameter \( \lambda_{ij} = \beta \mu_{i(j)}^2 / 4\pi d_{ij}^2 \) which shows the ratio of the magnetic interaction of two particles at the close contact with perfectly coaligned dipole moments to the thermal energy. Here and further, \( \mu_i = |\mu_i| \) is a magnitude of \( i \)th magnetic moment and \( \beta \) denotes the inverse thermal energy.

Introducing Mayer function \( f(ij) = \exp[-\beta(U_{dd}(i, j) + U_s(i, j))] - 1 \), the second and the third virial-type coefficients have the following form (with \( v \) being a characteristic volume):

\[
B_2(r_{12}) = (f(12) + 1)_{12},
\]

\[
B_3(r_{12}) = \frac{1}{v} \int d\mathbf{r}_3 [f(12) + 1]f(23)f(13)]_{123}
\]

\[
= \frac{1}{v} \int d\mathbf{r}_3 \int d\mathbf{r}_{23} [(f(12) + 1)f(13)f(23)]_{\Omega_1,\Omega_2,\Omega_3}.
\]

Here, \((\cdots)_{123}\) denotes the averaging over all magnetic moment orientations of particles 1, 2, 1, 3. In the case of three
particles, one needs to also average over the displacement vectors \( r_{13} \) and \( r_{23} \):

\[
\langle..\rangle_{123} = \frac{1}{16\pi^2} \int dr_{13} \int dr_{23} 2\pi d\omega_1 \int d\xi_1 \sin \xi_1 \int d\omega_2 \
\times \int d\xi_2 \sin \xi_2 \int d\omega_3 \int d\xi_3 \sin \xi_3 \langle..\rangle,
\]

where angles \( \omega_i \) (polar angle) and \( \xi_i \) (azimuthal angle) determine the magnetic moment orientation of the \( i \)th dipolar particle in the spherical coordinate system.

Truncating the expression from Eq. (1) after \( B_3 \) we get the first-order density expansion of the RDF:

\[
g(r_{12}) = B_2(r_{12}) + \varphi B_3(r_{12}).
\]

Both \( B_2 \) and \( B_3 \) contain various averaging of the dipolar interaction. Using \( \lambda_{ij} \) as a parameter, one can expand the dipolar interaction in series:

\[
\exp(-\beta U_{dd}(i,j)) = \sum_{n=0}^{\infty} \frac{\lambda_{ij}^n d_{ij}^{2n}}{n! r_{ij}^{2n}} \bigl[ -\beta \hat{U}_{dd}(i,j) \bigr]^n,
\]

where \( -\beta U_{dd}(i,j)^n = \lambda_{ij}^n d_{ij}^{2n}[-\beta \hat{U}_{dd}(i,j)]^n / r_{ij}^{2n} \), and \( \hat{U}_{dd}(i,j) \) is the dipole-dipole interaction with unitary vectors. In the present paper we take into account all terms up to \( \lambda_{ij}^4 \).

### A. Bidisperse system

Let us consider bidisperse system composed of two types of particles different in diameter: particles with smaller diameter \( d_s \) we will call small ones and bigger particles with diameter \( d_l \) will be addressed as large ones \( (d_s < d_l) \).

In the expansion given by Eqs. (5) and (6) each term can be associated with the diagram in the vertices of which particles are located, and the diagram sides symbolise the type of the integral. We consider the set of two and three particle diagrams (see Fig. 1). In this figure, a single solid line represents \( \exp(-\beta U_s(i,j)) \), double solid line is the Mayer function \( f_s(ij) = \exp(-\beta U_s(i,j)) - 1 \), and \( n \) dash lines are \( \exp(-\beta U_d(i,j))^n / n! \), \( i,j \in \{s,l\} \). Importantly, only the diagrams \( I_{2s}, I_{3s}, \) and \( I_{3b} \) provide non-equal contributions when differently sized vertices 1 and 2 are mirrored. The integrals corresponding to each of the diagrams in Fig. 1 have the form

\[
I_{2s} = \exp(-\beta U_s(1,2)),
\]

\[
I_{2b} = \frac{1}{v} \exp[-\beta U_s(1,2)] \left\{ [\beta U_{dd}(1,2)]^2 / 2 \right\}_{12},
\]

\[
I_{2c} = \frac{1}{v} \exp[-\beta U_s(1,2)] \left\{ [\beta U_{dd}(1,2)]^4 / 4! \right\}_{12},
\]

\[
I_{3a} = \frac{1}{v} \exp[-\beta U_s(1,2)] \int dr_3 f_s(23) f_s(13),
\]

where the integrals corresponding to each of the diagrams in Fig. 1 have the form

\[
I_{3b} = \frac{1}{v} \exp[-\beta U_s(1,2)] \left\{ [\beta U_{dd}(1,2)]^2 / 2 \right\}_{12},
\]

\[
I_{3c} = \frac{1}{v} \exp[-\beta U_s(1,2)] \int dr_3 f_s(23) \exp[-\beta U_s(1,3)] \left\{ [\beta U_{dd}(1,3)]^2 / 2 \right\}_{13},
\]

\[
I_{3d} = \frac{1}{v} \exp[-\beta U_s(1,2)] \int dr_3 \exp[-\beta U_s(1,3)] \exp[-\beta U_s(2,3)] \left\{ [\beta U_{dd}(1,3)]^4 / 4! \right\}_{13},
\]

\[
I_{3f} = \frac{1}{v} \exp[-\beta U_s(1,2)] \int dr_3 f_s(23) \exp[-\beta U_s(1,3)] \left\{ [\beta U_{dd}(1,3)]^4 / 4! \right\}_{13},
\]

\[
I_{3g} = \frac{1}{v} \exp[-\beta U_s(1,2)] \int dr_3 \exp[-\beta U_s(1,3)] \exp[-\beta U_s(2,3)] \left\{ [\beta U_{dd}(1,3)]^4 [\beta U_{dd}(2,3)]^2 / 4 \right\}_{13},
\]
\[ I_{3b} = \frac{1}{v} \exp[-\beta U_s(1, 2)] \]
\[ \times \int d_1 f_1(23) \exp[-\beta U_s(1, 3)] \]
\[ \times \left( \frac{[-\beta U_{dd}(1, 2)]^2 [-\beta U_{dd}(1, 3)]^2}{4} \right) \] (17)

Since the system is bidisperse, the contribution of each diagram depends on the type of particles composing the diagram. If the steric repulsion was described by the hard-sphere potential, each diagram would depend only on the set of corresponding particle diameters, parameters \( \lambda_{ij} \), and the distance between the 1st and the 2nd particle \( r \). In case of the WCA potential, these diagrams would also depend on the energy parameter \( \varepsilon \).

For the systems under study, one should consider separately PCFs for 3 possible particle pairs, namely to calculate pRDFs. The latter for large-large and small-small particle pairs would have the same functional form, whereas the “crossed” small-large PCF differs. Note that the symmetry of the system implies the equality between small-large and large-small pRDFs.

Let \( v_{ij} \) be the volume of a large/small particle, and \( v_{ii} = (v_{ij}^{1/3} + v_{ij}^{1/3})/8 \). The volume fractions of small and large particles are \( \varphi_s \) and \( \varphi_l \), respectively. In two-particle diagrams no additional normalisation is needed, whereas for all three-particle diagrams the volume \( v_{ij}(ii = i; jj = j) \) would be used as a characteristic normalisation volume. Using the notations introduced above, pPCFs can be presented in the following form:

- for large (ll) (small (ss)) particles
  
  \[ g_{ll(ss)}(r) = I_{2a}(r, d_{1l}, d_{1s}) + I_{2b}(r, d_{1l}, d_{1s}, \lambda_{ll(ss)}) \]
  \[ + I_{2c}(r, d_{1l}, d_{1s}, \lambda_{ll(ss)}) \]
  \[ + \frac{\varphi_s}{v_{ss}} \left[ I_{3a}(r, d_{1s}, d_{1s}, d_{1s}) + I_{3b}(r, d_{1s}, d_{1s}, d_{1s}, \lambda_{ll(ss)}) \right] \]
  \[ + 2I_{3c}(r, d_{1s}, d_{1s}, d_{1s}, \lambda_{ll(ss)}) + I_{3d}(r, d_{1s}, d_{1s}, d_{1s}, \lambda_{ll(ss)}) \]
  \[ + I_{3f}(r, d_{1s}, d_{1s}, d_{1s}, \lambda_{ll(ss)}) + 2I_{3f}(r, d_{1s}, d_{1s}, d_{1s}, \lambda_{ll(ss)}) \]
  \[ + I_{3h}(r, d_{1s}, d_{1s}, d_{1s}, \lambda_{ll(ss)}) + 2I_{3h}(r, d_{1s}, d_{1s}, d_{1s}, \lambda_{ll(ss)}) \]
  \[ + \frac{\varphi_l}{v_{ll}} \left[ I_{3a}(r, d_{1l}, d_{1l}, d_{1l}) + I_{3b}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{ll(ss)}) \right] \]
  \[ + 2I_{3c}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{ll(ss)}) + I_{3d}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{ll(ss)}, \lambda_{ll}) \]
  \[ + I_{3e}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{ll(ss)}, \lambda_{ll}) + 2I_{3e}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{ll(ss)}, \lambda_{ll}) \]
  \[ + I_{3g}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{ll(ss)}, \lambda_{ll}) + 2I_{3g}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{ll(ss)}, \lambda_{ll}) \];

- for small-large (sl) particles
  
  \[ g_{sl}(r) = I_{2a}(r, d_{1s}, d_{1l}) + I_{2b}(r, d_{1s}, d_{1l}, \lambda_{sl}) + I_{2c}(r, d_{1s}, d_{1l}, \lambda_{sl}) \]
  \[ + \frac{\varphi_s}{v_{ss}} \left[ I_{3a}(r, d_{1s}, d_{1l}, d_{1l}) + I_{3b}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) + I_{3c}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) \right] \]
  \[ + 2I_{3d}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) + I_{3e}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) \]
  \[ + I_{3f}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) + 2I_{3f}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) \]
  \[ + I_{3h}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) + 2I_{3h}(r, d_{1s}, d_{1l}, d_{1l}, \lambda_{sl}) \]
  \[ + \frac{\varphi_l}{v_{ll}} \left[ I_{3a}(r, d_{1l}, d_{1l}, d_{1l}) + I_{3b}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{sl}) \right] \]
  \[ + I_{3d}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{sl}) + I_{3e}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{sl}) \]
  \[ + I_{3f}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{sl}) + 2I_{3f}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{sl}) \]
  \[ + I_{3h}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{sl}) + 2I_{3h}(r, d_{1l}, d_{1l}, d_{1l}, \lambda_{sl}) \].

(19)
In the ss- and ll-pRDFs, the contributions of mirrored subdiagrams of $I_{3c}, I_{3l}$, and $I_{3h}$ are equal, that is why one sees the prefactor 2. For the crossed terms, though, all contributions from mirrored subdiagrams are different, and as such are explicitly taken into account.

For dipolar hard-sphere system these pPCFs can be obtained analytically, as the calculation of all integrals (7)–(17) is possible. The analytical expressions are provided in the Appendix. For dipolar soft-sphere systems, however, the integrals (7)–(17) could be only partially simplified symbolically (dipolar contribution could be calculated analytically). The remaining averaging in the case of soft spheres we perform numerically. Note that also in case of dipolar soft spheres, the averaging is carried out in such a way that the parameters $\lambda_{ij}$ remain prefactors, and the only dependence on the particle sizes, which enters the integrals, is the one through particle diameters $d_i$, and not throughout the values of $|\mu_i|$. As a result, pPCFs in the case of dipolar soft-spheres will retain the same functional form as for a bidisperse hard-sphere system (18)–(19).

In order to calculate a centre-centre structure factor one needs to Fourier-transform the PCFs. Thus, taking into account that the system under study is invariant with respect to rotations, SFs depend on the modulus of the wave vector $|q| = q$ and have the form

$$S_{\ell\ell}(q) = 1 + \frac{24\psi_{\ell\ell}(q)}{qd_{\ell\ell}^3} \int_0^\infty dr \sin(qr) \left( g_{\ell\ell}(r) - 1 \right),$$

(20)

$$S_{ss}(q) = 1 + \frac{24}{q} \left( \frac{\psi_s}{d_s^3} + \frac{\psi_s}{d_s^3} \right) \int_0^\infty dr \sin(qr) \left( g_{ss}(r) - 1 \right).$$

Here, the sum of the large particle volume fraction and small particle one is $\psi_s + \psi_s = \psi$ and $r$ stands for the interparticle distance (note that both $q$ and $r$ are scalars).

The total structure factor can be calculated analytically as a weighted superposition of the partial ones:

$$S_T(q) = n_s \left\{ 1 + n_s \left( \frac{\psi_s}{d_s^3} + \frac{\psi_s}{d_s^3} \right) \frac{d_s^3}{\psi_s} (S_{ss}(q) - 1) \right\}$$

$$+ n_l \left\{ 1 + n_l \left( \frac{\psi_l}{d_l^3} + \frac{\psi_l}{d_l^3} \right) \frac{d_l^3}{\psi_l} (S_{ll}(q) - 1) \right\}$$

$$+ 2n_s n_l (S_{sl}(q) - 1),$$

(21)

where $n_s = \psi_s (\psi_s + \psi_s [d_s/d_l]^3)$ is the portion of small particles in the system and the portion of large ones is $n_l = 1 - n_s$.

In order to verify our theoretical approach we scrutinise two different bidisperse systems employing also molecular dynamics computer simulation.

### III. SIMULATION DETAILS AND SYSTEM PARAMETERS

We performed MD simulations in ESPResSo, using the simulation box with the volume fixed to $V = L^3$, where the length of the cubic box side was calculated as $L = 300/d_i$. We applied metallic periodic boundary conditions in all three directions and used standard Langevin thermostat, the description of which might be found in one of our previous works for instance. In order to simulate long-range magnetic dipole-dipole interaction, we used dipolar-P3M. Short range repulsion was modelled by the WCA potential. All lengths in the simulations were measured in $d_i$, thus the dimensionless diameter of the small particle was $\sigma_s = 1$; the diameter of the large particle in simulations was calculated as $\sigma_l = d_i/d_{sl}$ in this case WCA cutoff radii were $r_{cij}^\sigma = 2^{-1/6}(\sigma_i + \sigma_j)$, $(i, j \in \{s, l\})$. The dimensionless temperature $T^*$ as well as the energy parameter $\epsilon$ of the WCA potential were set to unity, that is why the values of the dimensionless particle dipole moments $\mu_{ij}^\sigma$ could be calculated from $\lambda_{ij}$, in the following way:

$$\mu_{ss}^\sigma = \sqrt{3} \lambda_{ss} \text{ and } \mu_{ll}^\sigma = \sqrt{3} \lambda_{ll} \sigma_l^3.$$ 

The total number of particles in the simulation box was obtained as the sum of the number of large and small particles $N = N_l + N_s$, with $N_i = [\psi_i V/v_i^3]$, $N_l = [\psi_s V/v_s^3]$. Here, $\psi_i$, $i \in \{s, l\}$ is the volume fraction of corresponding particles, $[ \cdot ]$ denotes the integer part of the number in the square brackets, and $v_i^3 = \sigma_i^3 \pi/6$. Note that for every system, density, and granulometric composition, the number of particles was different.

For the theoretical model presented above, besides particle-volume fractions and granulometric compositions of the samples, the strength of the magnetic dipole-dipole interaction plays an important part. To make the analysis broader we decided to consider two different bidisperse models (S1 and S2), whose parameters are presented in Table I.

In system S1 even the large particles are interacting rather weakly with each other, that is why we expect the results to be comparable to those for soft-sphere systems. Such a system would help us to pinpoint how important are the contributions of various diagrams. In system S2, on the other hand, the interaction between large particles is relatively strong, and actually seems to be compatible with the initial part of the chain-forming regime. However, earlier studies of chain-forming bidisperse ferrofluids showed that the presence of small particles inhibit the growth of aggregates. To this aim, for both systems, we would vary not only the total volume fraction $\psi$, but also $\psi_s$ and $\psi_l$, i.e., we would study various GCs. The volume fraction variations are summarised in Table II.

**TABLE I.** Diameters and dipolar coupling constants of two bidisperse systems investigated here.

<table>
<thead>
<tr>
<th>Name</th>
<th>$d_s$, nm ($\sigma_s$)</th>
<th>$d_l$, nm ($\sigma_l$)</th>
<th>$\lambda_{ss}$</th>
<th>$\lambda_{ll}$</th>
<th>$\lambda_{sl}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>7.6 (1)</td>
<td>10.5 (1.38)</td>
<td>0.69</td>
<td>1.81</td>
<td>1.1</td>
</tr>
<tr>
<td>S2</td>
<td>13 (1)</td>
<td>17 (1.31)</td>
<td>0.69</td>
<td>2.34</td>
<td>1.24</td>
</tr>
</tbody>
</table>

**TABLE II.** Total and partial volume fractions.

<table>
<thead>
<tr>
<th>Total $\psi$</th>
<th>GC1 $\psi_s, \psi_l$</th>
<th>GC2 $\psi_s, \psi_l$</th>
<th>GC3 $\psi_s, \psi_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.02, 0.03</td>
<td>0.25, 0.25</td>
<td>0.03, 0.02</td>
</tr>
<tr>
<td>0.07</td>
<td>0.02, 0.05</td>
<td>0.35, 0.35</td>
<td>0.05, 0.02</td>
</tr>
<tr>
<td>0.09</td>
<td>0.02, 0.07</td>
<td>0.45, 0.45</td>
<td>0.07, 0.02</td>
</tr>
<tr>
<td>0.11</td>
<td>0.02, 0.09</td>
<td>0.55, 0.55</td>
<td>0.09, 0.02</td>
</tr>
<tr>
<td>0.13</td>
<td>0.02, 0.11</td>
<td>0.65, 0.65</td>
<td>0.11, 0.02</td>
</tr>
</tbody>
</table>
In this way, we go from the system in which the majority of particles is large, to the one with the small particles as a dominant fraction. Note that real ferrofluids usually contain a lot of small particles and only few large ones.\textsuperscript{14,60,61} The total volume fraction changes in a wide range, which allows verifying the range of validity of the virial expansion performed above.

In simulations we calculated pRDFs (i.e., the normalised probability of finding a particle of a certain type at the given distance from the chosen one). Besides that, we directly computed the SFs, using the fact that in the absence of an external magnetic field the system remained invariant with respect to all possible rotations, and averaging over all wave vectors of magnitude $q = |q|$ was sufficient to characterise the systems under study. Both pSFs and total SFs were calculated as in our previous studies.\textsuperscript{44,47}

\begin{equation}
S(q) = \frac{1}{N} \left( \left( \sum_{i=1}^{N} \sin q \cdot r_i \right)^2 + \left( \sum_{j=1}^{N} \cos q \cdot r_j \right)^2 \right),
\end{equation}

where $r_i$ and $r_j$ are the position vectors of particles $i$ and $j$, and $N$ is the number of particles present in the system. In bidisperse systems, the structure factors for only large (small) particles are computed by disregarding in the sums over $i$ and $j$ the small (large) particles. It should be underlined that the qualitative behaviour of the pRDF first peaks depending on the granulometric composition is not influenced by the type of steric interaction. Namely, the peak of the $g_{sl}$ is always lower than the one of the $g_{dl}$ and higher than that for $g_{ss}$. For dipolar hard-sphere system, one can always shift the position of the pRDFs first maximum by using an effective diameter (see, for example, Refs. 49 and 62) instead of the one for hard-spheres. However, in this case, the height of the peak remains almost the same. Besides that, the usage of an effective diameter removes the agreement between hard-sphere pRDFs and simulation data for higher interparticle distances.

### IV. RESULTS AND DISCUSSIONS

#### A. Different steric potentials

In this subsection we discuss the differences in pair correlation functions and structure factors induced by changing the steric part of the potential.

#### 1. Pair correlations

In Fig. 2, we plot pair correlation functions for two different systems (S1 and S2, Table I) and all three granulometric compositions (Table II) with the total volume fraction fixed ($\phi = 0.07$). In this figure three different types of pRDFs are presented: pRDFs calculated analytically for hard-sphere (see Eq. (2)) dipolar particles, those calculated in theory for dipolar soft-sphere systems (see Eq. (3)), and finally pRDFs obtained from MD simulations described above (Sec. III). Independently from the granulometric composition and values of dipolar coupling parameters $\lambda_{ij}$, pRDFs coincide for both potentials on the right from the first maximum. For any combination of $(\varphi_s, \varphi_l)$, the pRDFs, calculated for the hard-sphere potential, strongly overestimate the height of the first peak. As for the pRDFs calculated for the soft-sphere steric potential, they show very good agreement with the simulation data. Note that the qualitative behaviour of the pRDF first peaks depending on the granulometric composition is not influenced by the type of steric interaction. Namely, the peak of the $g_{sl}$ is always lower than the one of the $g_{dl}$ and higher than that for $g_{ss}$. For dipolar hard-sphere system, one can always shift the position of the pRDFs first maximum by using an effective diameter (see, for example, Refs. 49 and 62) instead of the one for hard-spheres. However, in this case, the height of the peak remains almost the same. Besides that, the usage of an effective diameter removes the agreement between hard-sphere pRDFs and simulation data for higher interparticle distances.

![Fig. 2. Partial radial distribution functions for different bidisperse systems. Symbols correspond to the simulation data, solid lines describe the pRDFs obtained theoretically using the soft-sphere potential (3); dashed lines are theoretical predictions, in which hard-sphere potential (2) is considered. We use pink colour for $g_{ds}$, blue colour for $g_{ds}$, and brown colour for $g_{ss}$ (both theory and computer simulations). The two rows correspond to two bidisperse systems (Table I): the first row is S1 ($\lambda_{ds} = 1.81, \lambda_{ss} = 0.69$) and the second one is S2 ($\lambda_{ds} = 2.34, \lambda_{ss} = 0.69$). Each column corresponds to different granulometric compositions (Table II): from the left to the right GC1 ($\varphi_s = 0.02, \varphi_l = 0.05$), GC2 ($\varphi_s = 0.035, \varphi_l = 0.035$), and GC3 ($\varphi_s = 0.05, \varphi_l = 0.02$). The total volume fraction is fixed, $\phi = 0.07$.](image-url)
(on the right from the first maximum), and in this way also makes the agreement between simulation and analytical SFs worse.

2. SFs

In fact, looking at Fig. 3, one sees that the discrepancies observed for dipolar hard-spheres in the pRDFs are vanishing when plotting the total structure factors. Here, we plot two analytical total SFs for systems S1 and S2 (Table I) for various granulometric compositions and compare them to the results of MD simulations. Good agreement could be found for a wide range of wave vectors.

The main conclusion from Figs. 2 and 3 is the following: when interpreting structure factor curves for various magnetic fluids and trying to extract PCFs, one needs to have an additional information about the type of short range interactions in the system.

Looking closer at the region of low-q, however, one sees that the diagram expansion fails to describe simulation data independently from the type of the steric potential, which is related to the fact that the long-distance correlations demand for higher order expansion with respect to $\varphi$. The latter suggests to pinpoint the ranges of densities and dipolar strengths, which our theory remains valid for.

B. Range of validity

The range of validity of the theory developed in the present work should be checked against two parameters: $\lambda_{ij}$ and $\varphi$, as we use the double expansion of the PCF.

First, we address $\varphi$-limitations. In Fig. 4, we plot pRDFs and SFs for two different total densities ($\varphi = 0.09$ and $\varphi = 0.11$). We also plot the results for both S1 and S2. In order to underline the sensitivity of the developed theoretical approach to the parameters of the system, we plot pRDFs and SFs for two drastically different granulometric compositions. One can see that for the total volume fraction of 9% the agreement between the theory and simulations both for SFs and pRDFs remains acceptable as long as the density of large particles is small (lower left part of Fig. 4). If you keep the total volume fraction fixed but look at the granulometric composition with stronger interaction (see the upper right part of Fig. 4), you will see a discrepancy in the theory works rather well in case of GC3 (see the lower right part of Fig. 4). A closer look, however, reveals a discrepancy in the ss-pRDFs, related to the lack of higher order $\varphi$-terms if the density of small particles exceeds approximately 7%. Importantly, the structure factor is not sensitive to this lack of higher order concentration terms, and the theory keeps being close to the simulation data.

As we have just shown, the validity range of the theory depends not only on the density of particles, but also on the granulometric composition and interaction strength in the system. The latter dependence can be scrutinised easily by considering various $\lambda_{ij}$-contributions. Below we will investigate three different ways to truncate the series in Eq. (6): up to $\lambda_{ij}^2$, $\lambda_{ij}^3$ and the highest order will be $\lambda_{ij}^4$. The following procedure was used when plotting Fig. 5. Knowing that for total densities below 8% simulation data and theory agree well for both pRDFs and SFs, we set as a target function fourth-order $\lambda_{ij}$ expansion, and started comparing it to the second- and third-order ones, looking for deviations. For pRDF we...
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FIG. 4. pRDFs and SFs for two total volume fractions: \( \varphi = 0.09 \) (left side) and \( \varphi = 0.11 \) (right side). Symbols correspond to the simulation data, solid lines describe the results obtained theoretically using the soft-sphere potential (3). For pRDFs the following colours are used: pink for \( g_{sl} \), blue for \( g_{ll} \), and brown for \( g_{ll} \) (both theory and computer simulations). The figure is divided into four rectangles. Each rectangle corresponds to a certain granulometric composition: in the upper ones \( \varphi_s \) is fixed to 0.02, \( \varphi_l = 0.07 \) in the left rectangle and \( \varphi_s = 0.09 \) in the right one; in the lower rectangles \( \varphi_l \) is fixed to 0.02 and \( \varphi_s \) is correspondingly 0.07 (left) and 0.09 (right). Parameters are also provided in the body of the picture.

FIG. 5. Partial RDFs (left column) and SFs (right column) obtained theoretically using the soft-sphere potential (3). Solid lines describe the RDFs and SF obtained theoretically taking into account all terms up to \( \lambda_s^3 \), in Eq. (6); dashed lines are theoretical predictions, in which all terms up to \( \lambda_s^2 \) are considered, dashed-dotted lines are expansion up to \( \lambda_s^2 \). For RDFS the following colours are used: pink for \( g_{sl} \), blue for \( g_{ll} \), and brown for \( g_{ll} \). The two rows correspond to two bidisperse systems (Table I); the first row is S1 \((l_s = 1.81, l_l = 0.69)\) and the second one is S2 \((l_s = 2.34, l_l = 0.69)\). For RDFS we use granulometric composition GC1: \( \varphi_s = 0.02, \varphi_l = 0.03 \) (Table II); for SF two figures correspond to different granulometric compositions GC1: \( \varphi_s = 0.02, \varphi_l = 0.11 \) for top figure and \( \varphi_s = 0.02, \varphi_l = 0.07 \) for bottom one. Discovered them immediately: even for the lowest total density (0.05) II-pRDFs calculated considering only \( \lambda_{ij}^2 \) terms differ significantly from those with \( \lambda_{ij}^2 \) and \( \lambda_{ij}^3 \) (see the left part of Fig. 5). Note that for ss-pRDFs the contributions from \( \lambda_{ij}^3 \) and \( \lambda_{ij}^4 \) are negligible, and any deviations observed for these pRDFs could only stem from the insufficiency in density terms. As for the sl-pRDFs, for the lowest density one can see only slight deviation of the \( \lambda_{ij}^2 \) expansion from \( \lambda_{ij}^2 \) one (\( \lambda_{ij}^3 \), here, is indistinguishable), but it grows with both density and \( \lambda_{ij}^3 \). Importantly, the deviations in structure factors appear for only higher densities and for the systems with dominant portions of large particles (\( \varphi = 0.09 \) for S2 and \( \varphi = 0.11 \) for S1, in both cases for the composition GC1, right part of Fig. 5). One can see that the difference between \( \lambda_{ij}^3 \)-expansions is really small for SFs.

To summarise this part we would like to underline the following: experimentally measured structure factor can be well fitted with a simple \( \lambda_{ij}^2 \)-approximation, using analytical hard-sphere diagrams. It is possible due to the fact of SFs being not sensitive enough to neither steric potential choice nor the order of dipolar potential \( \lambda_{ij}^2 \)-expansion. This fitting will provide a set of three parameters: \( \varphi_s \) or \( \varphi_l \), \( \lambda_{ss} \), and \( \lambda_{ll} \). With these parameters at hand, one can obtain pRDFs. To do that, however, one needs to use \( \lambda_{ij}^2 \)-expansion and the adequate steric potential, as pRDFs are extremely sensitive to both choices.
C. Characteristics of structure factors

In this section we show how granulometric composition and dipolar interaction strength could influence the behaviour of the structure factor first peak. We focus on the densities below 10%, so that theory and simulations agree well for both systems S1 and S2 with any GC.

1. pSFs

First, we plot pSFs in Fig. 6. Here, one can see that the agreement between simulation data and theory remains very good. For these plots one can see a difference between pSFs obtained for hard- and soft-spheres, albeit very small. We do not plot sl-pSFs here to avoid overloading the figures.

Partial SFs show a clear tendency: with growing small particle density the height of the ss-pSF increases and the width of the ss-pSF decreases (from the left to the right). Here, the total volume fraction of particles is fixed, thus, ll-pSF exhibits qualitatively the same behaviour with increasing $\phi_l$ (from the right to the left). To quantify the behaviour of the pSFs’ first peaks we plot their heights and widths versus the volume fraction of small particles in Fig. 7. One can see that there is no big difference in the structure factor first peak height and width behaviour for systems S1 and S2, albeit for sl-pSF, for which width grows slightly for the system S2 and remains constant for S1. An important difference brought by the dipole-dipole interaction strength is the following: for small values of $\phi_s$, the sl-pSF first peak is lower than that of ll-pSF, the range of densities for which this inequality holds true grows with growing $\lambda_{ll}$ (check the position of the brown dashed-dotted and blue dashed lines in the left part of Fig. 7). It is caused by the two competing effects. On the one hand, the number of small-large particle possible pairs grows with growing $\phi_s$, on the other hand, large particles are strongly correlated.

In order to understand how the differences in pSFs for various systems and granulometric compositions affect the total SF behaviour, we present the characteristics of the total SF first peak in colour diagrams (Fig. 8). These diagrams have the following structure: by choosing the granulometric composition ($\phi_s$ along the abscissa and $\phi_l$ along the ordinate), you can see which would be the position (leftmost column), the height (middle column), and the width of the total SF for system S1 (upper row) and system S2 (lower row). The diagrams show that the overall influence of dipole-dipole interaction strength

![Fig. 6: Partial SFs versus the modulus of the wave vector. Symbols correspond to the simulation data, solid lines describe the pSFs obtained theoretically using the soft-sphere potential (3); dashed lines are theoretical predictions, in which hard-sphere potential (2) is considered. We use pink colour for (dashed-dotted and blue dashed lines in the left part of Fig.7).](image)

![Fig. 7: Characteristics of the pSFs first peak. Pink solid lines describe theoretical predictions for S_{ll}; blue dashed lines are the theoretical prediction for S_{sl}; and curves corresponding to S_{sl} are plotted by brown dashed-dotted line. The two rows correspond to two bidisperse systems (Table I): the first row is S1 ($\lambda_{ll} = 1.81$, $\lambda_{ss} = 0.69$) and the second one is S2 ($\lambda_{ll} = 2.34$, $\lambda_{ss} = 0.69$).](image)
is not big (compare numbers in two rows), whereas the granulometric composition influences all three observables rather strongly. The position of the SF first peak changes by 20% when going from a monodisperse large particle system to a monodisperse small particle system. That is due to the change of the most probable contact distance in these systems. The height of the SF first peak does not change much (within 10%), and exhibits the strongest increase along the bisector line of the diagram as it is directly correlated with the total number density of particles in the system. The width of the first peak grows with increasing density of small particles due to diminishing dipolar correlations which can hold particles on average closer to each other (up to 30% difference can be observed).

Thus, measuring these three characteristics of the SF first peak for different ferrofluids, one can extract at least qualitative information about the changes in the granulometric composition and interaction strengths in the system, analogously as it was shown before for non-dipolar self-assembling systems.45

V. CONCLUSION

In the present manuscript we developed a theoretical approach to calculate pair correlation functions for model bidisperse hard- and soft-spheres based on the virial expansion in the absence of an external magnetic field. From that, we calculated partial and total structure factors. We found that the steric potential does not play a crucial part in the qualitative behaviour of structure factors, however, when interpreting experimental results it is absolutely essential to know the short range part of the interactions, as the pair correlation functions are extremely sensitive to the latter. In other words, in order to predict the structure factor of a certain system one can use analytically available formulas for the pair correlation functions. Despite that, in order to get the information about the thermodynamics of the system on the basis of scattering patterns, one needs a model, where both steric and dipolar interactions are properly taken into account. Our theory was verified against the data of molecular dynamics simulations and proved to be in good agreement.

We analysed the influence of the granulometric composition on the SF first peak position, width, and height. To this end, we were able to develop a method of extracting the dominant fraction of particles from these three parameters.

The theory developed here is valid for the systems in which total volume fraction does not exceed 10%. It is due to the fact that the expansion of the pair correlation function is performed up to the three-particle diagrams, which for dense systems is not enough. One of the possible extensions of this approach might be to employ known pair correlations for the systems of pure hard-spheres.63, 64 Nonetheless, the majority of commercially used ferrocolloids are not that dense, and already the theory proposed here would be sufficient. As for the dipolar strength, there is no need to introduce higher order expansion with respect to the dipolar coupling constant: it is well-known that for $\lambda_{ij}$ higher than $\sim 2–3$ the chain formation takes place in the system. In this case, a different approach should be used to describe thermodynamic properties of the aggregate-forming soft- and hard-sphere dipolar systems.44, 45
Note that the terms related to $\lambda_{ij}^4$ become important in the expansion, put forward here, only for the systems, in which either the portion of large particles is significant, or the dipolar interactions for the cross-correlations become pronounced.

In future, we would like to apply our theoretical model to calculate compressibility and osmotic pressure of model bidisperse systems of dipolar hard- and soft-spheres. Besides that, we would like to underline that all diagrams for dipolar hard-spheres were calculated in a general form, meaning that if more fractions are considered, the formulas obtained here can be used to analyse pair correlations of really “polydisperse” systems. To this end, we are currently investigating how strong is the contribution from polydispersity in comparison to a bidisperse approximation.
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APPENDIX: CALCULATIONS OF THE DIAGRAMS FOR HARD-SHHERE DIPOLAR PARTICLES

Here, we show how the diagrams were calculated, and provide all the resulting analytical expressions for a bidisperse system made of the dipolar hard spheres.

Calculations of the two-particle diagrams are straightforward and give the following compact result:

$$I_{2a}(r, d_1, d_2) + I_{2b}(r, d_1, d_2, \lambda_{12}) + I_{2c}(r, d_1, d_2, \lambda_{12})$$

$$= \begin{cases} 0 & r < d_{12} \\ 1 + \frac{\lambda_{12}}{3} \left( \frac{d_{12}}{r} \right)^6 + \frac{\lambda_{12}^4}{25} \left( \frac{d_{12}}{r} \right)^{12} & r \geq d_{12} \end{cases}$$  \tag{A1}

where $d_1$, $d_2$ are the diameters of the first and the second particle, respectively, $d_{ij} = (d_i + d_j)/2$ ($i, j \in \{1, 2\}$ for two-particle diagrams and $i, j \in \{1, 2, 3\}$ for the three-particle ones).

The contributions of three-particle diagrams to the pair correlation function are much more cumbersome. The main difficulty stems from the integration limits. When two particles of arbitrary size are fixed the third particle, depending on its size and on the distance between the first two, might either pass between particles 1 and 2 or might have a spatial constraint. It means that each integral in Eqs. (10)–(17) is split into three according to the distance between particles 1 and 2 and the size of the third (see Fig. 9). Limits of these cases are to be found solving a set of algebraic equations. Below we represent all diagram contributions for every case separately.

1. $r < d_{12}$

   The first constraint is given by the fact that the particles 1 and 2 are hard spheres and, as a result, cannot penetrate into each other (see Fig. 9(a)). Thus, for such a distance $r < d_{12}$ the contribution to Eqs. (10)–(17) equals zero.

2. $d_{12} \leq r \leq d_{13} + d_{23}$

   In this case the distance between particles 1 and 2 is not large enough for the third particle to pass between them, as it is shown in Fig. 9(b). This leads to the following contributions to Eqs. (10)–(17):

   $$I_{3a}(r, d_1, d_2, d_3) = \frac{1}{2r^3} \sum_{i=0}^{4} r^i j_i(d_{13}, d_{23}).$$ \tag{A2}

   with the polynomial coefficients

   \begin{align*}
   f_0(d_{13}, d_{23}) &= -3(d_{13}^2 - d_{23}^2)^2, \\
   f_1(d_{13}, d_{23}) &= 8(d_{13}^3 + d_{23}^3), \\
   f_2(d_{13}, d_{23}) &= -6(d_{13}^4 + d_{23}^4), \\
   f_3(d_{13}, d_{23}) &= 0, \\
   f_4(d_{13}, d_{23}) &= 1;
   \end{align*}

3. $d_{12} < r < d_{13} + d_{23}$

   $$I_{3b}(r, d_1, d_2, \lambda_{12}) = I_{3a}(r, d_1, d_2, d_3) \frac{\lambda_{12}^2}{3} \left( \frac{d_{12}}{r} \right)^6.$$ \tag{A3}

   FIG. 9. Available area where the third particle can be located according to the distance between particles 1 and 2. This area is depicted in grey colour and the area in white is excluded area: (a) corresponds to a boundary case when the particles 1 and 2 are in close contact ($r = d_{12}$); (b) the third particle cannot pass between the particles 1 and 2 ($d_{12} \leq r \leq d_{13} + d_{23}$); (c) the distance between the centres of the particles 1 and 2 is large enough that the third particle can pass between them ($r > d_{13} + d_{23}$).
\[ I_3c(r, d_1, d_2, d_3, \lambda_{13}) = \lambda_{13}^2 d_3^3 F_3c(d_13, r + d_{23}, r, d_{23}), \quad (A4) \]

where \( F_3c(x, y) \) has the following form:

\[
F_3c(x, y, r, d_{23}) = \frac{(r^2 - d_{23}^2)(y^4 - x^4)}{2x^2y^4} - \frac{4y^3 - x^3}{3x^3y^3} + \frac{y^2 - x^2}{x^2y^2}; \quad (A5) \]

\[
I_{3a}(r, d_1, d_2, d_3, \lambda_{12}, \lambda_{13}, \lambda_{23}) = \frac{\lambda_{12}\lambda_{13}\lambda_{23}d_3^3}{18r^6d_3^3} \left( r^2 - (d_{13} - d_{23})^2 \right)^2 
\times \left[ r^2 - d_{13}^2 - 4d_{13}d_{23} - d_{23}^2 \right]; \quad (A6) \]

\[
I_{3b}(r, d_1, d_2, d_3, \lambda_{12}, \lambda_{13}) = \frac{\lambda_{12}^3\lambda_{13}^2d_3^6}{r^9d_3^3} \left[ d_3^9 \ln \left( \frac{r + d_{23}}{d_{13}} \right) \right. 
\left. + \frac{1}{720(r + d_{23})^3} \sum_{i=0}^9 f_i(d_{13}, d_{23}) r^i \right], \quad (A11) \]

where the polynomial coefficients \( f_i(d_{13}, d_{23}) \) are given by the following expressions:

\[
f_0(d_{13}, d_{23}) = d_{13}^2(d_{23}^2 - d_{13}^2)(11d_{13}^4 - 7d_{13}^2d_{23}^2 + 2d_{23}^4), \]

\[
f_1(d_{13}, d_{23}) = 3d_{13}^2(d_{13}^2 - 2d_{23}^2)(7d_{13}^4 - 4d_{13}^2d_{23}^2 + d_{23}^4), \]

\[
f_2(d_{13}, d_{23}) = 3d_{13}^2d_{23}(60d_{13}^4d_{23}^2 - 37d_{13}^4 - 33d_{23}^4), \]

\[
f_3(d_{13}, d_{23}) = 16d_{13}^6 - 369d_{13}^4d_{23}^2 - 320d_{13}^4d_{23}^2 + 684d_{13}^2d_{23}^2 - 33d_{23}^6, \]

\[
f_4(d_{13}, d_{23}) = 3d_{23}(234d_{13}^4 - 320d_{13}^4d_{23}^2 - 87d_{13}^2d_{23}^2 + 4d_{23}^4), \]

\[
f_5(d_{13}, d_{23}) = 3(78d_{13}^4 - 320d_{13}^4d_{23}^2 + 75d_{13}^2d_{23}^2 - 4d_{23}^4), \]

\[
f_6(d_{13}, d_{23}) = 351d_{13}^2d_{23} - 320d_{13}^4 - 16d_{23}^3, \]

\[
f_7(d_{13}, d_{23}) = 117d_{13}^2, \quad f_8(d_{13}, d_{23}) = 6d_{23}, \quad f_9(d_{13}, d_{23}) = 2. \]

3. \( r > d_{13} + d_{23} \)

In this case the distance between the particles 1 and 2 is so large that the third particle can be located between them as it is shown in Fig. 9(c). This leads to the following contribution of diagrams:

\[
I_{3a}(r, d_1, d_2, d_3) = I_{3a}(r, d_1, d_2, d_3, \lambda_{12}) = I_{3a}(r, d_1, d_2, d_3, \lambda_{12}) = 0; \quad (A12) \]

\[
I_3c(r, d_1, d_2, d_3, \lambda_{13}, \lambda_{23}) = \lambda_{13}^2 d_3^3 F_3c(r - d_{23}, r + d_{23}, r, d_{23}), \quad (A13) \]

where \( F_3c(x, y) \) is given by \( (A5) \).

\[
I_{3b}(r, d_1, d_2, d_3, \lambda_{12}, \lambda_{13}, \lambda_{23}) = \frac{16\lambda_{12}\lambda_{13}\lambda_{23}d_3^4d_{23}^2}{9r^6}, \quad (A14) \]

\[
I_{3f}(r, d_1, d_2, d_3, \lambda_{13}) = \frac{24\lambda_{13}^4 d_3^4d_{23}^2}{1125} \cdot \frac{(r^2 - d_{23}^2)^9}{(r - d_{23})^9}, \quad (A15) \]

where the polynomial coefficients \( f_i(d_{13}, d_{23}) \) for \( i = 0, 4 \) have the following form:

\[
f_0(d_{13}, d_{23}) = 6d_{13}^4 + 6d_{13}^4 + 63d_{13}d_{23}^2, \quad f_1(d_{13}, d_{23}) = 0, \]

\[
f_2(d_{13}, d_{23}) = -6(d_{13}^2 + d_{23}^2), \quad f_3(d_{13}, d_{23}) = 0, \]

\[
f_4(d_{13}, d_{23}) = 2, \quad f_5(d_{13}, d_{23}) = 2, \]

and \( F_{3b}(x, y) \) is given by \( (A10) \):

\[
F_{3b}(x, y) = \frac{1}{720r^8x^6(r + x)^3} \sum_{i=0}^8 r^i x^{8-i} g_i, \quad (A10) \]

with the following polynomial coefficients:

\[
g_0 = 8820, \quad g_1 = 22050, \quad g_2 = 16170, \quad g_3 = 2205, \quad g_4 = -441, \]

\[
g_5 = 147, \quad g_6 = -63, \quad g_7 = -6, \quad g_8 = -2; \]
\[ I_{3g}(r, d_1, d_2, d_3, \lambda, \theta_{23}) = \frac{g}{4} \ln \left( \frac{r - d_{13}}{r + d_{13}} \right) \]
\[ + G_{3g}(r, d_{13}) + G_{3g}(r, d_{23}) \]

where \( G_{3g}(r, x) \) is given by
\[ G_{3g}(r, x) = \frac{1}{90 r^6 x^3 (x^2 - r^2)^3} \sum_{i=0}^{8} g_i x^{8-i} r^i, \]

with the following polynomial coefficients:
\[ g_0 = 2205, \quad g_1 = 0, \quad g_2 = -5880, \quad g_3 = 0, \]
\[ g_4 = 4851, \quad g_5 = 0, \quad g_6 = -1008, \quad g_7 = 0, \quad g_8 = -80; \]
\[ I_{3g}(r, d_1, d_2, d_3, \lambda_{12}, \lambda_{13}) = \frac{2}{90} \left[ \frac{1}{60} \ln \left( \frac{r + d_{23}}{r - d_{23}} \right) \right. \]
\[ + \left. \frac{d_{23} (3 r^4 + 88 r^2 d_{23} - 3 d_{23}^2)}{90 (d_{23}^2 - r^2)^3} \right] \]

In case of equal diameters these formulas coincide with those obtained for a monodisperse system of dipolar hard-spheres.\(^{46}\)

---